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Abstract 

A feature extraction method for handwritten digit using Gabor 
filterbank is proposed. I designed a Gabor filterbank which 
uniformly covers the frequency domain with each filter captures the 
energy of a localized frequency. The obtained Gabor feature vectors 
are subjected to the task of classification and feature selection. A 
comparison against pixel features is presented. Mixing pixel and 
Gabor features for feature selection and classification is also 
evaluated. 

1 Introduction 

Handwritten digits recognition has been very successful in recent years. Applications 
such as automatic form processing, zip-code recognition have been widely adopted. 
Before any handwritten digits can be recognized as a meaningful digits, they have to 
be processed in many steps: scanning to grayscale image, convert to binary image, 
feature extraction, classification then post decision making. For a handwritten 
recognition system to be successful, the selection of a feature extraction method is 
critical in getting a high recognition rate. Several methods have been proposed[1][2], 
they are: direct matching, zoning, geometric moment invariants, zernike moments, 
Fourier descriptors, … etc. Each of these methods may have their advantages in one or 
more applications. Gabor filters have received considerable attention in image 
processing. The Gabor functions achieve optimal joint localization in the original and 
transform domains[5]. The Gabor functions are also closely related to the human 
visual system and texture interpretation[5][6]. Gabor filters can be used to extract 
components corresponding to different scales and orientations from images. 2D Gabor 
filters have been used for texture segmentation[3][7], texture analysis[8] and color 
texture recognition [4]. 

2 2D Gabor f i l ters  

Gabor filters have been used in many image/texture recognition/detection researches 
[4]. A 2D spatial Gabor filter [3] is defined in the radiance domain by 
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is the Gaussian component and  
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is the sinusoidal component. The variables, x and y are the spatial variables. The 
standard deviations (σx,σy) in (2) describe the size of the Gaussian envelope and 
define the scale of the filter along the spatial and spectral axes. (Fx,Fy) represents the 
frequency of the sinusoidal component and thus the center frequency of the filter in 
the 2D frequency domain. The orientation of the filter is defined as the unit vector 
from the origin to the center frequency (Fx,Fy)  of the filter. Figure 1 shows Gabor 
filterbank of 3 scales and 9 orientations (total 27 filters) used in this paper. Note that 
the light and dark gray shadow mark positive and negative values of the filter 
respectively. Besides from the aforementioned 27 filters, one more filter is added for 
orientation (0,0) and scale (σx,σy)=(∞,∞) truncated at sample’s size (i.e. DC) to make 
the final filterbank of 28 filters. 

 
Figure 1. 2D Gabor filterbank of 3 scales and 9 orientations. 

3 Experiments  

3 .1  Datase t  
I use 8-bit grayscale images of "0" through "9" (size 28x28 each) obtained from  

http://www.cs.toronto.edu/~roweis/data/mnist_all.mat 

There are about 6K training examples of each class; 1K test examples. However, due to 
computational limitation, only 200 samples in each training class (total 2000), and 100 
samples in each test class (total 1000) are used in this paper. 

3 .2  Features  

All sample images are converted into three different vectors for three cases study, they 
are pixel, Gabor and pixel+Gabor vectors. For pixel vector, I treat each pixel as one 
feature. A pixel vector therefore contains 28x28=784 features. Gabor feature is 
obtained from summing up the energy of one Gabor filter convoluting with one 
sample. A 28-feature Gabor vector can be produced by applying a bank of 28 filters to 



 

a sample. In this paper, Gabor+Pixel vector is also evaluated, which is the 
augmentation of these two types of vectors into one 812-feature vector 

3 .3  Mode l  t ra in ing  and  fea ture  se l ec t ion  

For model training and testing, I will assume that the feature vectors for the samples in 
a digit class c are normally distributed with mean vector μc and covariance matrix Σc. 
To determine how far a digit sample s is away from digit class c, the Mahalanobis 
distance is used 
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where:  

Σ : the covariance matrix. 

( ))(),....,2(),1( Dxxxx ssss = , the features vector for sample s. D is the total 
number of features in a features subset, 

( ))(),....,2(),1( Dcccc μμμμ = , the class mean vector for class c 

To determine which features are most effective, two methods will be used to identify 
them. They are: Fisher LDA, Greedy search (forward selection). Fisher LDA 
considers maximizing the following objective function  

 
dW

T
d

dB
T
d

k vv
vv

vJ
Σ
Σ

=)(  (5) 

where  

Σ  :  the “between classes scatter matrix” and  

ΣW  :  the “within classes scatter matrix”.  

 vd  :  the feature under evaluation. d=1~D, the total number of features. 

The fact that when evaluating one feature at a time, the implicit assumption is that feature is 
independent by itself. In this case the Σ  and ΣW  can be simplified to their diagonal as 
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where nc is the number of samples in class c, and μ is the overall samples’ mean. Features 
with maximum J(vd) value will be chosen first. The first 28 features are evaluated in this 
paper. Forward selection algorithm uses stepwise optimal algorithm for an 
approximately optimal features subset. This algorithm builds features subset by 
adding new features one at a time until total features reaches a predetermined number. 
It first finds out the single feature which ,when used alone, will give the best 
classification rate. Then we add a new feature from the remaining features that leads 
to a maximum increase in the classification rate. The addition of new features is 
repeated until the total numbers of features reaches 28. 



 

3 .4  Class i f i ca t ion  method  

The obtained model with parameter (μ ,σ) is applied to the test dataset (1000 samples, 
100 samples per class). For an unknown sample, the Mahalanobis distance (MD) 
between the sample's vector and the mean vector for each one of the ten known classes 
is calculated using (4). 

3 .5  Class i f i ca t ion  resu l t s  

Figure 2 and Figure 3 plot the classification results for model training and testing on 
their corresponding training and testing dataset. Key numbers are summarized in 
Table 1. Results from experiment with all features are listed as comparison. With 
classification result for Gabor+Pixel features subset reaches 90%, it clearly shows 
that when combine Gabor features with pixel features, the discerning capability is far 
better than any one of them used alone.  

Table 1. Classification result for training and test data 
Experiment (μc,Σc) All Features (μc,Σc), Fisher-LDA (μc,Σc), Greedy 

  Train Test D' Train Test D' Train Test D' 

Pixel (784 pixels) 10% 10% 784 70% 57% 23 95% 81% 28 

Gabor (28 features) 87% 74% 28 92% 83% 27 98% 90% 27 

Pixel+Gabor 10% 10% 812 93% 84% 28 98% 90% 28 
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Figure 2. Classification result with model (μc,Σc), feature selection by Fisher LDA. 
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Figure 3. Classification result with model (μc,Σc), feature selection by Greedy seach. 

 

4 Summary and conclusion 

I have presented an algorithm for handwritten digits recognition by using  spaitial 
Gabor features. I designed a Gabor filterbank capable of capturing the energy of 
spatial variations at different orientations and scales. Three different combinations of 
feature vectors (Pixel, Gabor, and Gabor+Pixel) were tested in classification 
experiments. The results show that the Gabor features successfully separate classes 
with less features used than those used in Pixel features. I have also demonstrated 
features selection using greedy search algorithm gives a satisfactory result for the 
dataset used in this paper. The combined Pixel and Gabor features are shown to be 
effective for handwritten digits recognition. 
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