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Fixed-parameter tractability of NP optimization problems is studied
by relating it to approximability of the problems. It is shown that an NP
optimization problem is fixed-parameter tractable if it admits a fully
polynomial-time approximation scheme, or if it belongs to the class
MAX SNP or to the class MIN F+61 . This provides strong evidence
that no W[1]-hard NP optimization problems belong to these
optimization classes and includes a very large class of approximable
optimization problems into the class of fixed-parameter tractable
problems. Evidence is also demonstrated to support the current
working hypothesis in the theory of fixed-parameter tractability.
] 1997 Academic Press

1. INTRODUCTION

Recently, a framework of fixed-parameter tractability has
been introduced by Downey and Fellows [11] to study the
intractable behavior of computational problems whose
input contains a significant numerical parameter. The com-
plexity of such parameterized problems is specified in the
value of the parameter, as well as the length of the input.
Although, this framework has originally been addressed
toward general parameterized problems, it is of particular
interest to computational optimization problems because
usually a decision problem can be formulated from an
optimization problem by the parameterization of certain
quantitative description (usually the solution size) in the
optimization problem [14].

Many parameterized problems studied in [1, 2, 5, 11, 12]
are parameterized optimization problems. It has been
observed that quite a few optimization problems, although
NP-hard in the general sense, have the time complexity that
varies with respect to the value of the parameter. For
example, consider the problem Vertex Cover (given a graph
G and a parameter k, decide whether G has a vertex cover
of size k) and the problem Dominating Set (given a graph
G and a parameter k, decide whether G has a dominating set
of size k). When the value of the parameter k is fixed, the
problem Vertex Cover can be solved in time O(nc), where c
is a constant independent of the parameter k; while the
problem Dominating Set has the contrasting situation that
the best known algorithms are of the time complexity
O(nk+1). According to Downey and Fellows [11], a
parameterized problem is fixed-parameter tractable if it can
be solved in time O(nc), where c is a constant independent
of the parameter. Many optimization problems have been
shown to be fixed-parameter tractable, while many other
optimization problems, such as Dominating Set and
Independent Set, are not know to be fixed-parameter
tractable. Downey and Fellows [12] have introduced the
class FPT of fixed-parameter tractable problems and
a hierarchy of fixed-parameter intractable problems (the
W-hierarchy).

In the present paper, we study fixed-parameter trac-
tability of NP optimization problems by relating it to
approximability of the problems. Our main concern here
is to investigate what types of approximability of NP
optimization problems imply their fixed-parameter trac-
tability. This study serves for two purposes. First, by
identifying the type of approximability that implies fixed-
parameter tractability, we can include automatically a class
of optimization problems into the class FPT, instead of
developing (maybe fairly involved) fixed-parameter tractable
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algorithm for each individual problem in the class. Second,
under the current working hypothesis in the theory of
fixed-parameter tractability [2], we can immediately
exclude from the class of optimization problems with the
identified approximability those problems that are hard
for a variety of levels of the W-hierarchy. Thus, this
approach may provide a new and potentially powerful tool
in the study of nonapproximability of NP optimization
problems.

Our first result is that the class of optimization problems
that have fully polynomial-time approximation schemes
must be fixed-parameter tractable. This result immediately
includes a number of knapsack-like problems and sche-
duling problems into the class FPT. This result also gives a
strong evidence that no optimization problem that is hard
for the first level of the W-hierarchy has a fully polynomial-
time approximation scheme, thus complementing a well-
known result by Garey and Johnson [14] that strongly
NP-hard optimization problems have no fully polynomial-
time approximation scheme unless P=NP. In particular,
our result gives a strong evidence that the problem V-C
Dimension has no fully polynomial-time approximation
scheme.

We then show that all maximization problems in the
class MAX SNP introduced by Papadimitriou and Yanna-
kakis [18] and all minimization problems in the class
MIN F+61 introduced by Kolaitis and Thakur [16] are
fixed-parameter tractable. This includes a very large class of
constant-ratio approximable NP optimization problems
into the class FPT. In fact, there are very few known
NP optimization problems that are constant-ratio
approximable but belong to neither MAX SNP nor
MIN F+61 . This result shows a strong evidence that
optimization problems in the W-hierarchy that are hard for
the first level of the W-hierarchy should not be constant-
ratio approximable in polynomial time.

Our study is based on the current working hypothesis in
the theory of fixed-parameter tractability, which claims that
no parameterized problem hard for the first level of the
W-hierarchy is fixed-parameter tractable. Therefore, it will
be nice to prove that the hypothesis really holds. However,
attempting a direct proof for the hypothesis may be a bit too
ambitious because the hypothesis implies P{NP [12].
Thus, it may be more feasible to provide strong evidence
supporting the hypothesis instead of a direct proof. In the
second part of the current paper, we provide such an
evidence by giving a sufficient and necessary condition in
terms of classical complexity theory for each level of the
W-hierarchy to collapse to the class FPT. Essentially, our
characterization says that a level of the W-hierarchy does
not collapse to the class FPT unless a deterministic poly-
nomial-time computation can ``guess'' a string of length
|(log n). This strengthens previous results in the study of
structural properties of the W-hierarchy, in which only

either sufficient or necessary (but not both) conditions were
given for the collapsing of the W-hierarchy.

2. PRELIMINARIES

An NP optimization problem Q is either a minimization
problem or a maximization problem and is given as a 4-tuple
(IQ , SQ , fQ , optQ), where

v IQ is the set of input instances. It is recognizable in poly-
nomial time;

v SQ(x) is the set of feasible solutions for the input x # IQ

such that there is a polynomial p and a polynomial-time
computable predicate ? ( p and ? only depend on Q) such
that for all x # IQ , SQ(x) can be expressed as SQ(x)=
[ y : | y|�p( |x| ) 7 ?(x, y)];

v fQ(x, y) # N is the objective function4 for each x # IQ and
y # SQ(x). The function fQ is computable in polynomial
time;

v optQ # [max, min].

An optimal solution for an input instance x # IQ is a feasible
solution y # SQ(x) such that fQ(x, y)=optQ[ fQ(x, z) | z #
SQ(x)]. To simplify the expressions, the value optQ[ fQ(x, z)
| z # SQ(x)] is denoted optQ(x).

An algorithm A is an approximation algorithm for Q if,
given any input instance x in IQ , A finds a feasible solution
yA(x) in SQ(x). A maximization problem (resp. minimiza-
tion problem) Q is polynomial-time approximable to a ratio
r(n) if there is a polynomial-time approximation algorithm
A for Q such that the relative error

RA(x)=
optQ(x)& fQ(x, yA(x))

fQ(x, yA(x))

\resp. RA(x)=
fQ(x, yA(x))&optQ(x)

optQ(x) +
is bounded by r( |x| )&1 for all input instances x # IQ . An
optimization problem Q has a polynomial-time approxima-
tion scheme if there is an algorithm A that takes a pair x # IQ

and =>0 as input and outputs a feasible solution in SQ(x)
such that the relative error is bounded by = for all input
instances x # IQ and the running time of A is bounded by a
polynomial of |x| for each fixed =. We further say that the
optimization problem Q has a fully polynomial-time
approximation scheme if the running time of the algorithm A
is bounded by a polynomial of |x| and 1�=.

Definition [11]. A parameterized problem Q is a subset
of 0*_N, where 0 is a fixed alphabet. Therefore, each
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instance of the parameterized problem Q is a pair (x, k) ,
where the second component k is called the parameter.

The complexity of a parameterized problem can be
specified in terms of the two components of its instances.

Definition [11]. A parameterized problem Q is (strongly)
fixed-parameter tractable if there is an algorithm to decide
whether (x, k) is a member of Q in time f (k) |x| c, where
f (k) is a recursive function and c is a constant independent
of the parameter k. Let FPT denote the class of fixed-
parameter tractable problems.

A reduction has been introduced [11] that preserves the
fixed-parameter tractability of parameterized problems.

Definition [11]. Let Q and Q$ be two parameterized
problems. Q is uniformly reducible to Q$ if there is an
algorithm M that transforms (x, k) into (x$, g(k)) in
time f (k) |x| c, where f and g are recursive functions and c
is a fixed constant, such that (x, k) # Q if and only if
(x$, g(k)) # Q$.

We say that a circuit : is a 6h-circuit if : is of unbounded
fan-in and of depth at most h with an �-gate at the output.
A circuit ; is a 6 c

h-circuit if ; is a 6h+1 -circuit in which
gates at input level have fan-in at most c. The weight of a
Boolean string is the number of 1's in the string. Let h and
c be two integers, we define a parameterized problem as
follows:

Wcs(h, c)=[(:, k) | The 6 c
h -circuit : accepts an input

of weight k].

Definition [11]. For each integer h�1, the class
W[h] consists of all parameterized problems that are
uniformly reducible to the parameterized problem Wcs(h, c)
for some constant c.

The above leads to an interesting hierarchy (called the
W-hierarchy [11])

FPT�W[1]�W[2]� } } } �W[h]� } } }

for which a wide variety of natural problems are now known
to be complete or hard for various levels (under the uniform
reduction) [1, 11, 12]. It is easy to see that if a problem Q
hard for the class W[h] is fixed-parameter tractable, then
all problems in the class W[h] are fixed-parameter trac-
table.

Current Working Hypothesis [2]. The class FPT is a
proper subclass of the class W[1]. Thus, no parameterized
problem that is hard for W[1] is fixed-parameter tractable.

3. FPT AND APPROXIMABILITY

In this section, we demonstrate interesting relationship
between fixed-parameter tractability and approximability of
NP optimization problems. In particular, we will show
the fixed-parameter tractability for some well-known NP
optimization classes and investigate the approximability of
NP optimization problems based on their fixed-parameter
tractability. We will see that in many cases, fixed-parameter
intractability of an NP optimization problem implies non-
approximability of the problem. Thus, the study of fixed-
parameter intractability may provide a new and potentially
powerful approach to proving nonapproximability of NP
optimization problems.

There are many ways to parameterize an NP optimiza-
tion problem. We adopt the most natural and reasonable
parameterization scheme that associates the parameter with
the value of the objective function of the problem.

Definition. Let Q=(IQ , SQ , fQ , optQ) be an NP
optimization problem, the corresponding parameterized
problem Q= is defined by

Q==[(x, k) | x # IQ and k=optQ(x)].

The other two parameterized problems Q� and Q� can be
defined similarly based on the NP optimization problem Q
by replacing the relation k=optQ(x) in the definition by
k�optQ(x) and k�optQ(x), respectively.

We say that the optimization problem Q is fixed-
parameter tractable if its corresponding parameterized
problem Q= is fixed-parameter tractable.

The complexity of the parameterized problems Q= , Q� ,
and Q� have been studied in the literature. For example,
Leggett and Moore [17] showed that for many NP
optimization problems Q, the problems Q� and Q� are in
NP _ coNP, while the problem Q= is not in NP _ coNP
unless NP=coNP. On the other hand, from the viewpoint
of fixed-parameter tractability, the problems Q= , Q� , and
Q� have the same complexity, as shown in the following
lemma.

Lemma 3.1. Let Q be an arbitrary NP optimization
problem. Then the three parameterized problems Q= , Q� ,
Q� are either all fixed-parameter tractable, or all fixed-
parameter intractable.

Proof. Suppose that the parameterized problem Q� is
fixed-parameter tractable. Thus, there is an algorithm A�

that solves the problem Q� in time O( f (k) nc), where f is a
recursive function, and c is a constant independent of the
parameter k. To show that the parameterized problem
Q= is fixed-parameter tractable, note that the condition
k=optQ(x) is equivalent to the condition (k�optQ(x))6
((k+1)>optQ(x)). Therefore, given an instance (x, k) for
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the parameterized problem Q= , we can run the algorithm
A� on the input (x, k) and on the input (x, k+1) to
decide whether k=optQ(x). The total running time is
obviously bounded by O(( f (k)+ f (k+1)) nc). Thus, the
problem Q= is fixed-parameter tractable.

Conversely, suppose that the problem Q= is fixed-
parameter tractable. Then there is an algorithm A= that
solves the problem Q= in time O( f $(k) nc$), where f $ is a
recursive function and c$ is a constant independent of
the parameter k. Now given an instance (x, k) of the
parameterized problem Q� , we run the algorithm A= on k
inputs (x, 0) , (x, 1) , ..., (x, k&1). It is easy to see that
(x, k) is a no-instance of the parameterized problem Q� if
and only if the algorithm A= concludes yes for at least one
of those k inputs. Note that the running time of the above
process is bounded by O(kf $(k) nc$). Thus, the problem Q�

is fixed-parameter tractable.
Therefore, the parameterized problem Q= is fixed-

parameter tractable if and only if the parameterized
problem Q� is fixed-parameter tractable. In a similar way,
we can show that the parameterized problem Q� is fixed-
parameter tractable if and only if the parameterized
problem Q= is fixed-parameter tractable. K

Fixed-parameter tractability provides a necessary condi-
tion for an NP optimization problem to have a very good
polynomial-time approximation algorithm.

Theorem 3.2. If an NP optimization problem has a fully
polynomial-time approximation scheme, then it is fixed-
parameter tractable.

Proof. Suppose that an NP optimization problem
Q=(IQ , SQ , fQ , optQ) has a fully polynomial-time appro-
ximation scheme A. Then, the algorithm A takes as input
both an instance x # IQ of Q and an accuracy requirement
=>0, and then outputs a feasible solution in time
O( p(1�=, |x| )) such that the relative error RA(x) is bounded
by =, where p is a two-variable polynomial.

First we assume that Q is a maximization problem. By
Lemma 3.1, we only need to show that the problem Q� is
fixed-parameter tractable. Given an instance (x, k) for the
parameterized problem Q� , we run the algorithm A on
input x and 1�2k. In time O( p(2k, |x| )), the algorithm A
produces a feasible solution y # SQ(x) such that

RA(x)=
optQ(x)& fQ(x, y)

fQ(x, y)
�

1
2k

<
1
k

.

If k� fQ(x, y), then certainly k�optQ(x) since Q is a
maximization problem. On the other hand, if k> fQ(x, y),
then k&1� fQ(x, y). Combining this with the inequality
(optQ(x)& fQ(x, y))�fQ(x, t)<1�k, we get immediately k>
optQ(x). Therefore, k�optQ(x) if and only if k� fQ(x, y).
Since the feasible solution y can be constructed by the

algorithm A in time O( p(2k, |x| )), we conclude that the NP
optimization problem Q is fixed-parameter tractable.

The case when Q is a minimization problem can be
proved similarly by showing that the problem Q � is fixed-
parameter tractable. K

Theorem 3.2 immediately includes a number of knapsack-
like problems and scheduling problems [15, 20] into the
class FPT. Under our current working hypothesis that FPT
is a proper subclass of W[1], Theorem 3.2 exhibits a strong
evidence that many NP optimization problems do not have
fully polynomial-time approximation scheme, as stated in
the following corollary.

Corollary 3.3. The NP optimization problems that are
W[1]-hard under the uniform reduction have no fully polyno-
mial-time approximation scheme unless W[1]=FPT.

Corollary 3.3 complements a classical result of Garey and
Johnson (Theorem 6.8 in [14, p. 140]) that a strongly
NP-hard optimization problem Q with optQ(x)<p( |x|,
num(x)) for some two-variable polynomial p has no fully
polynomial-time approximation scheme unless P=NP,
where num(x) is the largest integer appearing in the input
instance x. The consequence W[1]=FPT in Corollary 3.3
is weaker than P=NP but the assumption in Corollary 3.3
requires neither strong NP-hardness nor the condition
optQ(x)<p( |x|, num(x)).

We show an application of Theorem 3.2. The V-C Dimen-
sion problem has been studied recently in the literature. It
has been proved that the V-C dimension of a family C of
subsets of some finite set is a reasonable precise estimate of
the complexity of learning C [4]. Papadimitriou and
Yannakakis [19] have shown strong evidence that the
problem V-C Dimension is in NP but neither in P or NP-
complete. Therefore, the problem V-C Dimension does not
seem to be strongly NP-hard, and Theorem 6.8 of Garey
and Johnson [14] is not applicable. On the other hand,
Downey and Fellows [13] have recently shown that the
corresponding parameterized V-C Dimension problem is
W[1]-hard under the uniform reduction. Thus, it is unlikely
to be fixed-parameter tractable. By Theorem 3.2, the
problem V-C Dimension is unlikely to have fully polyno-
mial-time approximation scheme even though it seems
easier than NP-complete problems.

The condition of having a fully polynomial-time approxi-
mation scheme in Theorem 3.2 is not necessary. In the
following, we show that for a very large class of important
optimization problems that are polynomial-time approxi-
mable to a constant ratio, the corresponding parameterized
problems are fixed-parameter tractable.

The first class of optimization problems we will study is
the class MAX SNP introduced by Papadimitriou and
Yannakakis [18]. It has been shown that several natural
and well-studied NP optimization problems belong to this
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class and that all NP optimization problems in this class can
be approximated in polynomial time to a constant ratio
[18]. Formally, a maximization problem Q=(IQ , SQ , fQ ,
optQ) is in the class MAX SNP if its optimum optQ(X ),
X # IQ , can be expressed as

optQ(X )=max
S

|[v : �(v, X, S )]|,

where the input instance X=(U, P1, ..., Pb) is described by
a finite structure over the finite universe U and Pi is a
predicate of arity ri for some integer ri�1, S is also a finite
structure over the universe U, v is a vector of fixed arity of
elements in U, and � is a quantifier-free formula.

Arora et al. [3] have recently made a breakthrough and
shown that MAX SNP-complete optimization problems
have no polynomial-time approximation scheme unless
P=NP. Therefore, Theorem 3.2 is not applicable. We show
in the following theorem the fixed-parameter tractability of
problems in MAX SNP.

Theorem 3.4. All maximization problems in the class
MAX SNP are fixed-parameter tractable.

Proof. Let c be a fixed constant. Consider the following
MAX c-SAT problem:

Max c-Sat. Given a set of Boolean formulas
,1 , ,2 , ..., ,m , each has at most c variables, find
a truth assignment that satisfies the maximum
number of the formulas.

We first show that the corresponding parameterized
problem (Max c-Sat)= is fixed-parameter tractable for
every constant c. By Papadimitriou and Yannakakis [18],
for any input instance x=[,1 , ..., ,m] of the problem
Max c-Sat, the optimal value of x is at least m�2c.
Moreover, since each formula in x has at most c variables,
the total number of variables appearing in x is bounded by
cm. Therefore, the following algorithm demonstrates the
fixed-parameter tractability of the parameterized problem
(Max c-Sat)= : given a pair (x, k), where x=[,1 , ..., ,m]
is an instance of the problem Max c-Sat and k is an integer,
we first compare the values k and m�2c. If k<m�2c, then
(x, k) is obviously a no-instance for the parameterized
problem (Max c-Sat)= . If k�m�2c, then we check all
assignments to the variables in x to verify that whether the
maximum number of formulas in x that can be satisfied by
a single assignment is k. Since the total number of variables
in x is bounded by cm, there are at most 2cm different
assignments to the variables in x. Therefore, the above algo-
rithm runs in time O(2cmm), which is bounded by O(2O(k)m)
since m=O(k). This shows that the parameterized problem
(Max c-Sat)= is fixed-parameter tractable.

According to Papadimitriou and Yannakakis [18], every
MAX SNP problem Q can be reduced to the problem

Max c-Sat for some constant c in the following sense: there
is a polynomial-time algorithm that, given an input instance
x # IQ of Q, constructs an input instance x$ of Max c-Sat
such that the optimal value for the instance x of the problem
Q is equal to the optimal value for the instance x$ of the
problem Max c-Sat. Therefore, the membership of the
input instance (x, k) for the parameterized problem Q= is
identical to the membership of the input instance (x$, k)
for the parameterized problem (Max c-Sat)= . Since x$
can be constructed from x in polynomial time and the
parameterized problem (Max c-Sat)= is fixed-parameter
tractable, we conclude that the optimization problem Q in
MAX SNP is also fixed-parameter tractable. Since Q is an
arbitrary problem in the class MAX SNP, the theorem
follows. K

We can also show that an important class of minimiza-
tion problems introduced by Kolaitis and Thakur [16] are
fixed-parameter tractable.

Definition. Define MIN F+61(h), h�2, to be the
class of all minimization problems Q whose optimum can be
expressed as

optQ(X )=min
S

[ |S | : \v�(v, S, X )],

where S=(U, P0) and P0 is a predicate of arity 1 over the
finite universe U, |S | denotes the weight of the predicate P0 ,
i.e., the number of elements of the universe U on which the
predicate P0 has truth value, and �(v, S, X ) is a quantifier-
free CNF formula in which all occurrences of P0 are
positive, and P0 occurs at most h times in each clause.
Finally, let MIN F+61 be the union �h�2 MIN F+61(h).

The class MIN F+61 contains a number of well-studied
minimization problems, including Vertex Cover and a large
number of vertex-deletion and edge-deletion graph problems
[16]. It is known that all minimization problems in
MIN F+61 are polynomial-time approximable to a con-
stant ratio [16]. Theorem 3.2 is not applicable to the class
MIN F+61 since the problem Vertex Cover is MAX SNP-
hard [18], so it does not have a fully polynomial-time
approximation scheme unless P=NP [3]. In the following,
we derive a direct proof for the fixed-parameter tractability
of MIN F+61 .

Theorem 3.5. All minimization problems in the class
MIN F+61 are fixed-parameter tractable.

Proof. Let Q be a minimization problem in the class
MIN F+61(h), where h�2 is a fixed integer. Then the
optimum optQ(X ) for any input instance X of Q can be
expressed as

optQ(X )=min
S

[ |S | : \v�(v, S, X )],

469FIXED PARAMETER TRACTABILITY
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FIG. 1. The algorithm WeightedCNF(F, k).

where S=(U, P0), and P0 is a predicate of arity 1 over the
finite universe U, v=(v1 , ..., vd) is a vector over U of arity d
for some fixed d, �(v, S, X ) is a quantifier-free CNF formula
in which all occurrences of P0 are positive, and P0 occurs at
most h times in each clause.

We show below that the parameterized problem Q� is
fixed-parameter tractable.

Fix an input instance X of Q. Consider the formula

F(X, S )= �
v # Ud

�(v, S, X ).

Note that the formula F(X, S ) is a quantifier-free CNF for-
mula in which the only unknowns are P0(u), where u # U.
Moreover, according to the definition of �, each clause of
F(X, S ) contains at most h unknowns P0(u), u # U, and all
of them occur positively. Since the number of elements of
the universe U is bounded by the length |X | and d is a fixed
integer, the formula F(X, S ) can be constructed from the
input instance X in polynomial time.

Now given an instance (X, k) of the parameterized
problem Q� , we first construct the formula F(X, S )=
[C1 , C2 , ..., Cs], then execute the algorithm Weighted
CNF(F, k) described in Fig. 1. It is easy to verify the correct-
ness of the algorithm WeightedCNF(F, k). If the algorithm
WeightedCNF(F, k) accepts, then there is a finite structure
S0=(U, P0), |S0 |<k, and F(X, S0)=\v�(v, S0 , X )=1.
Therefore,

optQ(X )=min
S

[ |S | : \v�(v, S, X )]�|S0 |<k.

Thus, (X, k) is a no-instance of the parameterized problem
Q� . Otherwise we should have

optQ(X )=min
S

[ |S | : \v�(v, S, X )]

=min
S

[ |S | : F(X, S )]�k.

Thus, (X, k) is a yes-instance of the parameterized problem
Q� . Therefore, the problem Q� can be solved through the
algorithm WeightedCNF.

We claim that the running time of the algorithm
WeightedCNF(F, k) is bounded by O(hk |F | ). This is
certainly true when k�1. If k�2, then the loop body of
Step 4 is executed at most h times, each time involves a
recursive call WeightedCNF(F $, k&1), where |F $|�|F |.
By the inductive hypothesis, the running time of each call of
WeightedCNF(F $, k&1) is bounded by O(hk&1 |F | ). The
conclusion follows.

Note that the length of the formula F is bounded by a
polynomial of the length of the input X which is inde-
pendent of the parameter k, and h is a constant. Conse-
quently the parameterized problem Q� is fixed-parameter
tractable. K

Under our current working hypothesis, no W[1]-hard
parameterized problem is fixed-parameter tractable.
Therefore, Theorem 3.2, Theorem 3.4, and Theorem 3.5
immediately exclude any W[1]-hard optimization problems
from the classes MAX SNP and MIN F+61 , and from the
class of optimization problems with fully polynomial-time
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approximation schemes. Note that there have been several
dozens of NP optimization problems in the W-hierarchy
that are known to be W[1]-hard [12], and none of them is
known to be polynomial-time approximable with a con-
stant ratio. Therefore, fixed-parameter intractability seems
to hint nonapproximability for NP optimization problems.
The study of fixed-parameter tractability may provide a new
and potentially very powerful approach to the study of non-
approximability of NP optimization problems.

4. FPT AND THE W-HIERARCHY

We have seen from the previous section that for many
NP optimization problems, nonapproximability of the
problems can be derived from fixed-parameter intractability
of the problems, provided our current working hypo-
thesis holds. However, attempting a direct proof for the
hypothesis seems a bit ambitious because it would imply
P{NP [11]. In this section, we show that the collapsing of
the W-hierarchy is equivalent to an unlikely fact in classical
complexity theory. This connection establishes a strong
evidence supporting the current working hypothesis.

Our discussion will be based on the following GC model
(for ``Guess-then-Check'') introduced by Cai and Chen [7].

Definition. Let s(n) be a function and let C be a
complexity class. A language L is in the class GC(s(n), C) if
there are a language A # C and an integer c>0 such that for
all x, x # L if and only if _y # [0, 1]*, | y|�c } s( |x| ), and
(x, y) # A.

Intuitively, the first component s(n) in the GC(s(n), C)
model specifies the length of the guessed string y, which is
the amount of nondeterminism allowed to make in the
computation, while the second component C specifies the
verifying power of the computation. A number of restricted
forms of the GC model have been studied recently in the
literature [6, 7, 10, 19].

We are particularly interested in the classes GC(s(n) 6 B
h ),

where s(n)=|(log n), and 6 B
h is the class of languages

accepted by O(log n) times alternating Turing machines
that make at most h alternations and always begin with
universal states (such alternating Turing machines will be
called ``6 B

h -ATMs''). By our current knowledge, a deter-
ministic polynomial-time computation can only ``guess'' a
string of length at most 3(log n) by exhaustively enumer-
ating all strings of length 3(log n). Moreover, it has now
become well-known that the class 6 B

h is a proper subclass of
the class P [21]. Therefore, the model GC(s(n), 6 B

h ) has
a (presumely) stronger guessing ability but (provably)
weaker computational power than deterministic poly-
nomial-time computations. (For more detailed discussion of
the model GC(s(n), 6 B

h ), the reader is referred to our recent
papers [7, 8].)

Theorem 4.1. For any nondecreasing function t(n)
constructible in polynomial time and for any integer h>1, the
following language Csat(t, h) is complete for the class
GC(t(n) log(n), 6 B

h ) under the polynomial-time reduction:

Csat(t, h). The set of all strings of the form
x=:*w, where w is an integer not larger than
t( |x| ), and : is a 6-circuit that accepts an input of
weight w.

Proof. The authors have shown in another paper
(Theorem 4.4 and Theorem 4.7 in [7]) that for any
nondecreasing function t(n) constructible in polynomial
time, the language Csat(t, h) is hard for the class
GC(t(n) log(n), 6 B

h ) under the polynomial-time reduction
for all h>1. Therefore, to prove the theorem, we only have
to show that the language Csat(t, h) is in the class
GC(t(n) log(n), 6 B

h ). Consider the algorithm Csat(t, h)-
Simulator in Fig. 2. We shall show that the algorithm
Csat(t, h)-Simulator can be implemented by a 6 B

h -ATM
such that for all x=:*w, x # Csat(t, h) if and only if there
is a string y # [0, 1]*, | y|�2t( |x| ) log( |x| ) such that the
algorithm accepts (x, y).

The binary string y of length 2w log( |x| ) encodes a
weight w input vy of the circuit : as follows. The first
(w+1) log( |x| ) bits of y are interpreted as w+1 pairs
( p0 , p1), ( p1 , p2), ..., ( pw&1 , pw), ( pw , pw+1), with 0=
p0<p1<p2< } } } <pw<pw+1=m+1, such that the j th
bit of vy is 1 if and only if j= pi for some i, 0<i<w+1.
Here without loss of generality, we assume that log( |x| )�
2 |m| so that a pair ( pi , pi+1) of integers with 0�pi , pi+1�
m+1 can be encoded into log( |x| ) bits. The rest part of the
string y will be ignored in the simulation.

It is not very difficult to verify that the step ``Checking'' of
the algorithm can be implemented by a 6 B

2 -ATM. Now we
analyze the step ``Simulation.''

Since the output gate of : is an �-gate, the first execution
of the loop body in Step 2 is a universal branch, which is
combined with the starting universal branching of the algo-
rithm to form the first phase of the algorithm.

The loop execution of Step 2 simply simulates the com-
putation of the circuit :. After h executions of the loop body
in Step 2, the algorithm is in its h th phase, which is an
existential phase if h is even, or a universal phase if h is odd.
Therefore, the branching in Step 3 can be combined with the
last phase in Step 2 to form the last phase of the algorithm.
Therefore, the algorithm Csat(t, h)-Simulator makes at
most h alternations. Moreover, it is obvious that each com-
putation path of the algorithm takes time O(log n). This
concludes that the algorithm Csat(t, h)-Simulator can be
implemented by a 6 B

h -ATM.
Recall that vy is the weight w Boolean string of length m

such that the jth bit of vy is 1 if and only if there is a pair
( pi , pi+1) in y, i>0 and j= pi . We show that the algorithm
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FIG. 2. The algorithm Csat(t, h)-Simulator.

Csat(t, h)-Simulator on input (x, y) correctly simulates
the circuit : on input vy , where x=:*w. First assume that
h is an even number. Let g0 be a gate at input level of :,
which must be an �-gate. Therefore, the gate g0 gets value
1 on the input vy if and only if either an input of g0 is a
positive literal vj and there is a pair ( pi , pi+1) in y such that
j= pi , or an input of g0 is a negative literal v� j and j is not any
pi contained in y; i.e., there is a pair ( pi , pi+1) in y such that
pi< j<pi+1. This process is correctly simulated by a
last phase of the algorithm Csat(t, h)-Simulator, which
guesses an input of g0 in the last phase of Step 2 and a pair
( pi , pi+1) in Step 3 and checks the above conditions. The
case that h>1 is odd can be verified similarly.

This concludes that the algorithm Csat(t, h)-Simulator
is a 6 B

h -ATM, which accepts (x, y), where x=:*w, if and
only if y is a string of length 2w log( |x| ) that encodes a
weight w Boolean string vy of length m as described above,
and the circuit : accepts the input vy .

For any x=:*w, if x # Csat(t, h), then w�t( |x| ) and :
accepts an input v of weight w. Let yv be the binary string of
length 2w log( |x| ) that encodes v as described above. Then
the pair (x, yv) is accepted by the algorithm Csat(t, h)-
Simulator, and | yv |=2w log( |x| )�2t( |x| ) log( |x| ). On

the other hand, if x � Csat(t(n), h), then the pair (x, y) is
not accepted by the algorithm Csat(t, h)-Simulator for
any y of length at most 2t( |x| ) log( |x| ) (note that by the
algorithm, a string of length at most 2t( |x| ) log( |x| ) cannot
be used to encode an input of : that has weight larger than
t( |x| )).

Thus, the language Csat(t, h) is in the class GC(t(n)
log(n), 6 B

h ) and consequently, is complete for the class
GC(t(n) log(n), 6 B

h ) under the polynomial-time reduction. K

A single Boolean literal is called a 60-normalized Boolean
expression as well as a 70-normalized Boolean expression.
Inductively, a 6h -normalized Boolean expression is an ``�''
of 7h&1-normalized Boolean expressions, and a 7h-nor-
malized Boolean expression is an ``�'' of 6h&1-normalized
Boolean expressions.

Theorem 4.2 [11]. For h>1, the following para-
meterized problem Esat(h) is complete for the class W[h]
under the uniform reduction:

Esat(h). The set of all pairs (;, k) , where ; is a
6h -normalized Boolean expression that has a
satisfying assignment of weight k.
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Now we are ready for our main theorem of this section.

Theorem 4.3. For all h>1, W[h]=FPT if and only if
there is an unbounded, nondecreasing function t(n)�n
computable in polynomial time such that the class
GC(t(n) log(n), 6 B

h ) is a subclass of the class P.

Proof. Suppose that GC(t(n) log(n), 6 B
h ) is a subclass of

the class P, then by Theorem 4.1, the problem Csat(t, h)
is in P. An algorithm Esat(h)-Solver solving the
parameterized problem Esat(h) can be described as follows:
given an input (;, k) , first compare the values k and t( |;| ).
If k>t( |;| ), then the algorithm tries all possible
assignments of weight k to the expression ; to see if any
of these assignments satisfies the expression ;. In case
k�t( |;| ), the algorithm first converts the expression ; into
a 6h-circuit :; ; then it solves the problem Csat(t, h) on
input x=:;*k.

We analyze the above algorithm Esat(h)-Solver. Define

{(k)=min[m | for all n�m, t(n)�k].

Since t(n) is unbounded, nondecreasing, and computable in
polynomial time, the function {(k) is well-defined and recur-
sive. In the case k>t( |;| ), the size |;| of the Boolean
expression ; is bounded by {(k). In particular, the number
of variables in the Boolean expression ; is bounded by {(k).
Thus, the number of assignments of ; that have weight k is
bounded by ({(k))k. Therefore, in this case, the algorithm
Esat(h)-Solver takes time O(({(k))k |;| 2) to examine all
possible assignments of weight k to the expression ;,
assuming we are using a straightforward quadratic-time
algorithm to evaluate a Boolean expression given an assign-
ment. On the other hand, if k�t( |;| ), then the algorithm
Esat(h)-Solver takes time O( |:; | c)=O( |;| )c for some
constant c independent of the parameter k because of our
assumption that the problem Csat(t, h) is in P. In conclu-
sion, the algorithm Esat(h)-Solver runs in time
O(({(k))k |;|d), where d�2 is a constant independent of
the parameter k. That is, the problem Esat(h) is fixed-
parameter tractable. By Theorem 4.2, we have W[h]=
FPT.

Conversely, suppose that W[h]=FPT, where h>1.
By Theorem 4.2, the parameterized problem Esat(h) is
fixed-parameter tractable. Suppose that Esat(h)-Settler
is an algorithm of running time O( f (k) nc) which solves
the problem Esat(h), where f can be assumed to be an
unbounded nondecreasing recursive function [9] and
c�1 is a constant. Let t be the inverse function of f defined
by

t(m)=max[n | f (n)�m].

Without loss of generality, we can assume that t(n)�n, and
that t(n) is unbounded, nondecreasing, and computable in

time polynomial in n (see [9] for a formal proof). Now
an algorithm Csat(t, h)-Settler solving the problem
Csat(t, h) can be described as follows: on input x=:*w,
where : is a 6h-circuit and w�t( |x| ), first convert : into an
equivalent 6h -normalized Boolean expression ;: ; then call
the algorithm Esat(h)-Settler on input (;: , w) .

Since the value t( |x| ) can be computed in time bounded
by a polynomial in |x|, the condition w�t( |x| ) can be
checked in polynomial time. The 6h-normalized Boolean
expression ;: equivalent to the 6h -circuit : has size |;: |
bounded by |:|h because the depth of the circuit : is
bounded by h. Moreover, it is easy to see that the 6h -nor-
malized Boolean expression ;: can be constructed from the
6h-circuit : in time O( |;: | 2). Now by our assumption, the
running time of the algorithm Esat(h)-Settler on input
(;: , w) is bounded by O( f (w) |;: | c). Since w�t( |x| ) and
the function f is nondecreasing, we have f (w)� f (t( |x| ))�
|x|=O( |;: | ), where the second inequality comes from the
fact that the function t is the inverse function of the function
f. Therefore, the time complexity of the algorithm
Csat(t, h)-Settler is bounded by O( |;: | 2)+O( |;: | c+1)=
O( |:|h(c+1))=O( |x|h(c+1)).

This shows that the problem Csat(t, h) can be solved in
polynomial time. By Theorem 4. 1, the language Csat(t, h)
is complete for the class GC(t(n) log(n), 6 B

h ) under the
polynomial-time reduction. Therefore, the class GC(t(n)
log(n), 6 B

h ) is a subclass of the class P. K

A deterministic polynomial-time computation can
enumerate all strings of length c log n for a fixed constant c.
However, it is unknown whether a deterministic polyno-
mial-time computation can ``guess'' a string of length larger
than 3(log n). Note that for any unbounded nondecreasing
function t(n), the function t$(n)=t(n) log(n) is of order
|(log n). Thus, the model GC(t(n) log n, 6 B

h ) seems to have
a stronger ability of guessing than a deterministic polyno-
mial-time computation. Theorem 4.3 basically says that the
W-hierarchy does not collapse unless a deterministic poly-
nomial-time computation can guess a string of length larger
than 3(log n), which seems unlikely based on our current
understanding of nondeterminism.

We should point out that Theorem 4.3 gives the first
sufficient and necessary condition for each level of the
W-hierarchy to collapse to FPT. Previous study on the
structural properties of the W-hierarchy has also
investigated the consequence of collapsing the W-hierarchy
but was only able to give either sufficient or necessary con-
ditions, but not both, for the collapsing of the W-hierarchy.
Abrahamson, Downey, and Fellows [2] have carefully
studied the relationship between the class FPT and the class
W[P], which contains the entire W-hierarchy, and were
able to derive a sufficient and necessary condition for the
class W[P] to collapse to FPT. For each even level W[2h]
of the W-hierarchy, they demonstrated that FPT=W[2h]
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implies a necessary consequence that seems very unlikely in
classical complexity theory.
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