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Abstract—Surgical proficiency requires command of both tech-
nical and cognitive skills. Although at times overlooked, cogni-
tive skills training allows residents to practise detecting errors
ultimately leading to a reduction of errors. Virtual simulations
and serious games offer a viable alternative to practice in an
actual operating room where traditionally both technical and
cognitive skills acquisition takes places. They provide residents
the opportunity to train until they reach a specific competency
level in a safe, cost effective, fun, and engaging manner allowing
them to make more effective use of their limited training time in
the operating room. Here we introduce a serious game surgical
cognitive education and training framework (SCETF) that is
currently being developed specifically for cognitive surgical skills
training. Domain-specific surgical “modules” can then be built
on top of the existing framework, utilizing common simulation
elements/assets. The SCETF is being developed as a research tool
where various simulation parameters such as levels of audio and
visual fidelity, can be easily adjusted allowing for the controlled
testing of such factors on knowledge transfer and retention.

I. INTRODUCTION

Competent surgical performance requires mastery of not
only technical skills but cognitive skills (judgement) as well
(i.e., the capability of responding and adapting to the wide
range of contextual variations that may require adjustments to
the standard approach) [1], [2] and similar to technical skills
development, cognitive judgement takes practise to develop
[3]. It has been suggested that cognitive skills training could
accelerate the understanding and planning of a particular
procedure, lead to a reduction in the training time required
to become proficient with the procedure, may provide greater
meaning to the actions being practised, and creates more effec-
tive learning while making more efficient use of resources [2],
[3]. Training of surgical residents has traditionally followed
the master-apprenticeship model whereby the resident (trainee)
acquires the skills (technical and cognitive), required surgical
techniques, and knowledge in the operating room. However,
such an approach leads to increased resource consumption
(e.g., monetary, faculty time, and time in the operating room)
and has generally become more costly [4]. This has lead
to decreased training time in the operating room and hence
less operative exposure, teaching, and feedback. As a result,

traditional educational methods in surgery have come under
increasing scrutiny [5]. It is evident that given the increasing
time constraints, trainees are under great pressure to acquire
complex surgical cognitive and technical skills. Therefore,
efforts must be made to optimize operative room exposure by
devising training opportunities using artificial settings before
exposure to patients.

Simulations, both physical and virtual, offer a viable al-
ternative to practice in an actual operating room, offering
residents the opportunity to train until they reach a specific
competency level. One of the prevailing arguments for using
simulation in the learning process of trainees is their ability
to engage the trainee in the active accumulation of knowledge
by doing. To date, simulation in the surgical domain has been
primarily developed and studied as an educational tool for the
development of foundational skills (i.e., basic technical skills
and appropriate use of instrumentation). The rising popularity
of video games has seen a recent push towards the application
of video game-based technologies to teaching and learning.
A serious game can be defined as an interactive computer
application, with or without a significant hardware component,
that i) has a challenging goal, ii) is fun to play and/or engaging,
iii) incorporates some concept of scoring, and iv) imparts to
the user a skill, knowledge, or attitude that can be applied
to the real world [6]. Serious games “leverage the power
of computer games to captivate and engage players/learners
for a specific purpose such as to develop new knowledge or
skills” [7] and with respect to students, strong engagement has
been associated with academic achievement [8]. In addition to
promoting learning via interaction and engagement, serious
games allow users to experience situations that are difficult
(even impossible) to achieve in reality due to factors such as
cost, time, and safety concerns [9].

Despite the benefits of serious games, there are open, fun-
damental issues related to immersion and knowledge transfer
and more specifically, how levels of realism and multi-modal
cue interaction can affect immersion, knowledge transfer, and
retention that must be addressed before they are adopted on
a larger scale. Tashiro and Dunlap [10] developed a typology
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of serious games for healthcare education and explored the
strengths and limitations of serious games for improving
clinical judgment. They identified seven areas that require
research and improvements for the effective development of
serious games: i) disposition to engage in learning, ii) impact
of realism/fidelity on learning, iii) threshold for learning, iv)
process of cognitive development during knowledge gain,
v) stability of knowledge gain (retention), vi) capacity for
knowledge transfer to related problems, and viii) disposition
toward sensible action within clinical settings.

Serious games provide the opportunity to optimize trainee
time in the operating room before exposure to patients. Given
the strain on resources associated with the current master-
apprenticeship surgical training model, and the importance of
cognitive skills training, we have recently begun the investi-
gating the application of serious games for cognitive surgical
skills training (see [11] for a serious game we developed
for total knee arthroplasty that focuses on the steps and
tools required at each step of the procedure). Building on
our previous work, here we provide preliminary details of a
multi-modal, serious game surgical cognitive education and
training framework (SCETF) that is currently being developed.
Domain-specific surgical “modules” can then be built on top
of the existing framework, utilizing common simulation ele-
ments/assets and ultimately reducing development costs. The
SCETF focus is on the cognitive components of a surgical pro-
cedure and more specifically, the steps comprising a particular
surgical procedure, the contextual cues that trigger decision-
making, the tools/equipment required at each step/stage of
the procedure, error detection, forward planning and decision
making. By clearly understanding the steps of a procedure and
the surgical decision making that goes along with each step
(i.e., the cognitive skills), trainees are able to focus solely on
the technical aspect of the procedure (i.e, the actual execution)
in higher fidelity models or in the operating room thus making
more efficient use of the limited available resources. The
SCETF is also being developed as a research tool where
various simulation parameters (e.g., levels of audio/visual
fidelity) can be easily adjusted allowing for the controlled
testing of such factors on learning and this will ultimately lead
to a better understanding on fidelity and knowledge transfer.

A module for the off-pump coronary artery bypass (OP-
CAB) grafting cardiac surgical procedure is being developed
for the specific testing of the cognitive aspects of the SCETF.
The OPCAB procedure itself is complex and technically chal-
lenging and therefore, it has been suggested that “appropriate
training” be provided before operating on patients [12]. In
addition to its use as a training tool, the OPCAB module
will also serve as a test-bed to allow for the methodical
investigation of the effect that varying audio/visual simulation
fidelity and the interaction of audio/visual cues have on knowl-
edge/skills/behaviours (KSB) transfer and retention. Further-
more, it will be used to measure the feasibility/usefulness of
using serious games as a tool for assessing/screening cognitive
skills (e.g., situation awareness) in surgical decision making.

II. SCETF DETAILS

The SCETF consists of graphical and spatial sound render-
ing engines in addition to other components that are common
(generic) to all serious games including a “scenario” editor
(currently being developed) that allows users of the module
(educators/instructors) to create and/or modify/edit specific
scenarios using a graphical-based user interface. The scenario
editor that allows a scenario to be easily developed by “click-
ing and dragging” various interface components.

Trainees take on the role of the surgeon, viewing the
environment through their avatar in a first-person perspective
and such only their hand is visible (see Figure 1). Several
other non-player characters (NPCs) also appear in the scene
including the patient (lying on a bed), assistants, and nurses.
Future work will see the addition of networking capabilities to
allow these NPCs to be controlled by other users and provide
an entire surgical team the opportunity to practise remotely.
The trainee can move and rotate the “camera” using the mouse
in a first-person manner thus allowing them to move within
the scene. A cursor appears on the screen and the trainee can
use this cursor to point at specific objects and locations in the
scene.

The task of the trainee is to complete the surgical procedure
following the appropriate steps and choosing the correct tools
for each step. Along the way, complications can arise which
will require some action from the trainee. These complications
will appear in the form of visual or auditory cues adapted
according to predefined features of the simulated surgical
scenario. The surgical scenarios are currently being designed
as part of a concurrent observational study in the operating
room. One of the co-authors in this paper has developed a
diagrammatic tool to map the motor and cognitive aspects
of surgical procedures (known as the “MCMD”; see [13]).
This tool has been used to create the mapping for the OPCAB
procedure [14] and the appropriate contextual cues for various
types of challenges related to this surgery are currently being
identified through further intraoperative observations, which
will be incorporated in our proposed SCETF. We expect that
the final version of the OPCAB module will allow trainees to
practice some aspects of decision making that might enhance
their confidence in dealing with intraoperative challenging
situations that may have consequences on patient outcome.

A. Graphics Rendering

The 3D graphics rendering engine was developed com-
pletely “in-house” and is based on the C++ programming
language and the OpenGL 3D graphics API. Real-time render-
ing is accomplished using the graphics processing unit (GPU)
via the OpenGL shading language (GLSL) [15]. Although
each of the modules that will be built upon the SCETF
will require their specific assets (models of the appropriate
tools, etc.), we have also developed a number of “common”
assets/models such as an operating room with surgical lights,
bed, nurses, etc. Both low- and high-polygon count versions
of these “common” models have been developed. The low
polygon count models were developed using the Autodesk
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“Outer glow”

Fig. 1. Example of the outer glow effect that is used to indicate interaction
with the corresponding object is possible.

Maya 3D and 3Ds Max modeling and rendering software
and the Pixologic Z-Brush “digital sculpting” tool. NVIDIA
Mental Ray was used for “baking” and simulating the light,
Headus UVLayout was used to apply UV mapping to all
the models, and Xnormal was used for “baking” all the
model normal maps. Finally, the SCETF utilizes GPU-based
effects such as “outer glow” (used to indicate a “selectable
object”), “reflection mapping”, “bloom filtering” (to provide
more realistic lighting effects particularly when considering
objects in front of a light source), and various effects to
generate realistic metal effects given the widespread use of
metal (stainless steel) in an operating room. An example of
the outer glow effect is provided in Figure 1. In this example,
the outer glow surrounds the outline of the operating room
nurse after the end-user (taking on the role of the surgeon in
a first-person perspective) moves the cursor over the nurse to
indicate that they are able to interact with the nurse. Interaction
is initiated by clicking the left mouse button.

B. Sound Rendering

SCETF supports spatial sound rendering including reverber-
ation and occlusion/diffraction modeling using novel GPU-
based methods that approximate such effects at interactive
rates [16], [17]. The system also supports head-related transfer
functions (HRTFs) and HRTF filtering is accomplished using
GPU-based convolution ensuring interactive frame-rates [18].
Spatial sound by default is not activated; it is an option that
can be chosen during start-up. By default, sounds are non-
spatialized and output in a traditional stereo format. Although
each module will have its corresponding sounds (e.g., back-
ground sound, sound effects, and dialogue), the user is also
provided the opportunity to provide their own sounds during
start-up (e.g., the user can provide their own background sound
or can choose to have no sound output at all).

C. Adjusting Levels of Realism and Multi-Cue Interaction

As previously described, the SCETF is being developed
as a research tool to enable the investigate the effect of
audio and visual fidelity on knowledge transfer and retention.
Our current focus is on audio and visual fidelity, and the
interaction of audio and visual cues particularly if they are
incongruent, and mis-matched (i.e., high quality audio and

(a) Original (no filter). (b) Blur filter.

(c) Color saturation filter. (d) Cel-shader filter.

(e) Outline “filter”. (f) Gray-scale filter.

Fig. 2. Examples of the filtering effects that are available to alter visual
fidelity. The degree of filtering for each of the effects is also adjustable via
a scroll-bar via the graphical user interface and all effects are implemented
with the GPU.

poor quality visuals and vice-versa). With respect to audio
fidelity currently, the following options are supported: i) spatial
sound vs. non-spatial sound, ii) no audio (background sound
and/or all sound effects can be turned off), iii) adjustable
quantization levels, iv) addition of white noise to background
sounds and/or sound effects, and v) adjustment of loudness and
dynamic range. Such effects (and their corresponding settings)
are chosen during start-up and cannot be adjusted dynamically.
Graphical fidelity ranges from high to low quality, defined
with respect to polygon count, and resolution (both texture
resolution and overall resolution). These effects cannot be ad-
justed dynamically but rather, their settings must be specified
during an initialization phase at start-up. The SCETF also
provides for the dynamic adjustment (using a “slider control”)
of graphical fidelity through various graphical filtering effects
implemented using the GPU. Such effects include: i) blurring,
ii) color saturation, iii) Cel-shading (to provide a “cartoon”,
non-photorealistic effect, iv) edge outline enhancement, and v)
gray-scale. An example of these effects is provided in Figure 2
where the results of applying each of these filters (individually)
to the original scene of Figure 2(a) are shown in Figures 2(b)-
(f) respectively.

132



III. SUMMARY AND FUTURE WORK

Serious games provide a viable alternative to training in
the operating room allowing trainees (residents) to develop
their cognitive and technical skills in a safe, fun, engaging,
and cost effective manner. To become a competent surgeon,
in addition to technical skills, one must master cognitive
judgement as well and such cognitive skills requires practise
to develop. Here we presented a serious game surgical proce-
dure education and training framework (SCETF) whose focus
is on cognitive surgical skills development. Domain-specific
surgical modules are built on top of the SCETF allowing it to
be utilized for a variety of surgical procedures and scenarios
while taking advantage of common simulation elements/assets.
Development of the SCETF is ongoing and our current focus is
on the development of the OPCAB module. Upon completion
of the module, usability testing will be conducted with cardiac
surgery residents to test effectiveness. The OPCAB module
will also serve as our “research test-bed” where we will be
able to modify both audio and visual fidelity and investigate
the resulting effect on knowledge transfer and retention.
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