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ABSTRACT
The next generation of space-based networks for communications, sensing, and navigation will contain optical clocks embedded within satel-
lites. To fully realize the capabilities of such clocks, high-precision clock synchronization across the networks will be necessary. Current
experiments have shown the potential for classical frequency combs to synchronize remote optical clocks over free space. However, these
classical combs are restricted in precision to the standard quantum limit. Quantum frequency combs, however, which exhibit quantum prop-
erties such as squeezing and entanglement, provide pathways for going beyond the standard quantum limit. Here, we present our perspective
on the prospects for practical clock synchronization in space using both classical and quantum frequency combs. We detail the current out-
comes achievable with a classical frequency comb approach to synchronization, before quantifying the potential outcomes offered by quantum
frequency combs. Challenges to be overcome in deploying frequency combs in space are presented, and the implications of almost-perfect
synchronization for future space-based applications and experiments are discussed.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0220546

I. INTRODUCTION

The advent of optical clocks has enabled an unprecedented
level of stability, accuracy, and precision in timekeeping,1,2 provid-
ing a viable solution for many applications. Indeed, optical clocks are
expected to be a key enabler for next-generation metrology,3 astron-
omy,4 geodesy,5 navigation,6 and tests of fundamental physics.7
However, the performance of optical clocks is strictly restricted in
a network by the performance of the clock synchronization scheme
used. Clock synchronization across a network ensures that the ref-
erence of time is common across all devices such that network
operations occur in the desired sequence. As the synchronization
improves, the operations can proceed at faster rates, leading to
higher network performance levels across a wide variety of network
functions.8 Many of the applications and tests mentioned above are
network based and, therefore, also enhanced by improved synchro-

nization. Although many different schemes have previously been
proposed to minimize error during clock synchronization,9–11 it
is now emerging that optical-based protocols based on frequency
combs (that interconnect optical clocks) are enabling precision of
clock synchronization at the standard quantum limit12–17 (SQL) and
beyond.18–23

Beyond frequency combs, other optical-based synchronization
strategies currently being investigated include techniques focusing
on continuous-wave (CW) laser,24–28 chirped frequency,29 quan-
tum correlated photons,30–36 and pulsed single photons,37 to name
a few. However, notwithstanding the merits of these other strate-
gies, in this work we focus on the progress of classical12–17 and
quantum18–23 frequency combs as, in our view, they show the most
promise for practical synchronization improvement over free-space
links17 especially links between satellites22,23 and ground-satellite
configurations.12,14,38

APL Photon. 9, 100903 (2024); doi: 10.1063/5.0220546 9, 100903-1

© Author(s) 2024

https://pubs.aip.org/aip/app
https://doi.org/10.1063/5.0220546
https://pubs.aip.org/action/showCitFormats?type=show&doi=10.1063/5.0220546
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0220546&domain=pdf&date_stamp=2024-October-18
https://doi.org/10.1063/5.0220546
https://orcid.org/0000-0002-7966-1703
https://orcid.org/0000-0003-1729-3076
https://orcid.org/0000-0003-1379-3292
https://orcid.org/0000-0002-2814-4247
https://orcid.org/0000-0001-9672-5601
mailto:r.gosalia@unsw.edu.au
mailto:r.malaney@unsw.edu.au
https://doi.org/10.1063/5.0220546


APL Photonics PERSPECTIVE pubs.aip.org/aip/app

For our purposes, the distinction made between “classical” and
“quantum” frequency combs will lie within whether the perfor-
mance (defined by the precision in estimating the timing during
clock synchronization) is limited by the SQL or the Heisenberg
limit (HL). As discussed more later, the HL has a better scaling
with the system resource, n, used, with, in the context of syn-
chronization, timing accuracy improved by a factor of

√
n rela-

tive to the SQL scaling. The HL is known to be the fundamental
scaling performance achievable by any system—and requires the
introduction of quantum processes. The SQL is the best-case per-
formance of a system based on classical properties of light, such
as a classical frequency comb. The quantum frequency combs
can instead approach the more fundamental HL. In this paper,
the term quantum frequency comb will refer to a pulsed-laser
system that exhibits either quadrature squeezing or quadrature
entanglement (detailed further in Sec. IV). Other types of quan-
tum frequency combs based on single photons39 (which are also
called “quantum optical microcombs”) are beyond the scope of
this work.

It is our view that over size, weight, and power (SWaP) con-
strained links, the quantum frequency comb can provide an efficient
solution for next generation satellite networks that require funda-
mental scaling performance. We envisage a scenario where both
classical and quantum frequency combs co-exist throughout the
network, the latter only being used when absolutely required on
certain links. The architecture shown in Fig. 1 summarizes this
future perspective. The delivery, and performance of the classi-
cal and quantum frequency combs that form the synchroniza-
tion links of this space-based architecture, forms the focus of
our paper.

The rest of this paper is organized as follows: in Sec. II, we
provide contextual details on the recent progress in timekeeping
and clock synchronization and compare the fundamental precision
advantage of quantum-enhanced clock synchronization. We provide
details of classical frequency combs in Sec. III, including the operat-
ing principles, a comparison of recent satellite-based experiments,
and highlight the key challenges ahead. In Sec. IV, we highlight
the theory, recent progress, and challenges of quantum frequency
combs, and Sec. V includes our outlook on the field. Finally, Sec. VI
presents our conclusions.

II. BACKGROUND
In this section, we briefly discuss the recent progress in optical

clocks and synchronization. Furthermore, trade-offs between classi-
cal and quantum clock synchronization schemes are discussed. As
mentioned earlier, satellite-based optical clocks would enable a new
frontier for next-generation communications, navigation, and sens-
ing applications. All these applications will require a network of
clocks. This network would also need time-transfer capabilities at
precision levels that match, and ideally exceed, the timekeeping pre-
cision of the clocks. Hence, as the field of optical clocks progresses,
so to must the field of clock synchronization.

A. Fractional frequency instability and timing
deviation

In the literature, the term fractional frequency instability (FFI)
is also referred to as the “fractional frequency uncertainty,” the

FIG. 1. Our perspective on the next-generation network of highly synchro-
nized satellite-based clocks, which will be the backbone infrastructure for many
applications including communications, navigation, and sensing. A mixture of clas-
sical and quantum frequency comb-based links are expected based on current
research. The quantum approach provides, in principle, resource efficiencies for
high-precision clock synchronization, which are important in low SWaP (e.g.,
satellite) scenarios (as discussed in Sec. II). However, at present, the quantum
approach is limited to short-range inter-satellite links where the detrimental impact
of loss and noise can be contained (as detailed in Sec. IV). On the contrary, over
long-range links such as ground-satellite, the classical approach may be preferred
due to implementation simplicity, but this would be at the cost of a higher SWaP
demand (see Sec. III). An all-quantum approach would maximize the resource effi-
ciencies across the entire network, but many implementation challenges currently
exist, which are open directions of research.

“Allan deviation,” the “systematic uncertainty,” or simply as the
“uncertainty.” Technically, the FFI is the average two-sample differ-
ence of the average fractional frequency and is a useful metric for
comparing between different clocks and clock synchronization tech-
niques.40 The fractional frequency is a ratio of the difference between
the oscillating frequency and the nominal frequency divided by the
nominal frequency. In the context of clocks, the FFI is a measure
of the frequency stability of a clock, and a smaller value of FFI rep-
resents a higher clock stability and time-keeping precision. Across
the literature, however, different methods are used to calculate the
FFI and sometimes the method used is not specified, which makes
comparisons challenging. Here, we begin by detailing the three most
popular definitions for the FFI as outlined in IEEE 1139-2022,40

Riley and Howe,41 and Rubiola and Vernotte.42

APL Photon. 9, 100903 (2024); doi: 10.1063/5.0220546 9, 100903-2

© Author(s) 2024

https://pubs.aip.org/aip/app


APL Photonics PERSPECTIVE pubs.aip.org/aip/app

An instantaneous signal produced by the oscillations in a clock
can be described as a time-dependent amplitude, S(t), given by

S(t) = S0 cos (2πν0t + ϕ(t)), (1)

where S0 is the peak amplitude, ν0 is the nominal oscillating fre-
quency of the clock, and ϕ(t) is the instantaneous phase of the clock.
When characterizing clocks and clock synchronization techniques,
we are concerned with the stability of two parameters: the frequency
and the phase. Instabilities in the frequency are calculated via the
instantaneous fractional frequency, y(t), which is given by

y(t) =
ν(t) − ν0

ν0
≡

1
2πν0

dϕ(t)
dt

, (2)

where ν(t) is the instantaneous frequency of the clock. Instabilities
in the phase are calculated via the instantaneous timing deviation,
x(t), that is given by

x(t) =
ϕ(t) − ϕ0

2πν0
, (3)

where ϕ0 is the nominal phase (often assumed ϕ0 = 0). It should
be noted that ϕ(t) − ϕ0 represents the instantaneous phase offset,
which is the measured parameter in some experiments (for more
details on phase synchronization, see Ref. 43 and references therein).
We also note that y(t) and x(t) are related to each other via

y(t) =
dx(t)

dt
. (4)

An experimenter has the choice regarding whether to measure y(t),
x(t), or both. In practice, samples of y(t) or x(t) are collected at
discrete time intervals separated by a fixed sample period τ0, giving a
collection of samples [ȳ1, ȳ2, . . .] and [x̄1, x̄2, . . .], respectively. Each
sample can be described as an average quantity over τ0, namely,

ȳk =
1
τ0
∫

tk+1

tk

y(t)dt and x̄k =
1
τ0
∫

tk+1

tk

x(t)dt, (5)

with tk = (k − 1)τ0 and k ∈ [1, 2, . . .] is the sample index. It should
also be noted that the discrete version of Eq. (4) used in practice,
namely,

ȳk =
x̄k+1 − x̄k

τ0
. (6)

After M ≫ 1 samples are collected, the FFI is calculated. The first
method for computing the FFI, which we henceforth denote as
FFI(0), calculates the average difference between adjacent samples,
and is given by

FFI(0) = [
1

2(M − 1)

M−1

∑
k=1
(y k+1 − y k)

2
]

1
2

= [
1

2(M − 1)τ2
0

M−1

∑
k=1
(x̄ k+2 − 2x̄ k+1 + x̄ k)

2
]

1
2

. (7)

The method in Eq. (7) is also referred to in the literature as the
“Allan deviation.” However, Eq. (7) has been largely superseded by

the “overlapping Allan deviation,” referred to henceforth as ADEV,
which uses the difference between non-adjacent samples to improve
the confidence in the FFI estimate. The time-distance between the
non-adjacent samples is an integer multiple of τ0, which we denote
as mτ0, where m ∈ Z+. ADEV is given by

ADEV =
⎡
⎢
⎢
⎢
⎢
⎣

1
2m2
(M − 2m + 1)

M−2m+1

∑
j=1

⎧⎪⎪
⎨
⎪⎪⎩

j+m−1

∑
k=j
(ȳ k+m − ȳ k)

⎫⎪⎪
⎬
⎪⎪⎭

2⎤
⎥
⎥
⎥
⎥
⎦

1
2

= [
1

2m2
(M − 2m + 1)τ2

0

M−2m+1

∑
k=1

(x̄ k+2m − 2x̄ k+m + x̄ k)
2
]

1
2

.

(8)

Finally, a third method exists called the “modified Allan deviation,”
referred to henceforth as MDEV. The MDEV has the advan-
tage of acting as an algorithmic filter to help in distinguishing
between white noise and flicker phase noise, as discussed later in
this section. MDEV extends ADEV using the same time-distance
between non-adjacent samples of mτ0 and is given by

MDEV =
⎡
⎢
⎢
⎢
⎢
⎣

1
2m4
(M − 3m + 2)

×
M−3m+2

∑
j=1

⎧⎪⎪
⎨
⎪⎪⎩

j+m−1

∑
i=j
(

i+m−1

∑
k=i
(ȳ k+m − ȳ k))

⎫⎪⎪
⎬
⎪⎪⎭

2⎤
⎥
⎥
⎥
⎥
⎦

1
2

=

⎡
⎢
⎢
⎢
⎢
⎣

1
2m4
(M − 3m + 2)τ2

0

×
M−3m+2

∑
j=1

⎛

⎝

m+j−1

∑
k=j
(x̄ k+2m − 2x̄ k+m + x̄ k)

⎞

⎠

2⎤
⎥
⎥
⎥
⎥
⎦

1
2

. (9)

When m = 1, Eqs. (7)–(9) are all equal. In addition, depending
on the size of m, FFI(0) can be very different to ADEV and MDEV
over the same collected samples. It should be noted, when comput-
ing ADEV and MDEV, m is incrementally increased from m = 1
to m =M until the computation of FFI begins to diverge due to
systematic noise.

To aid, as shown in Fig. 2, we have provided a visual of an exam-
ple experiment where M = 8 samples of ȳ are collected. Here, the
difference between FFI(0) and ADEV are shown when m = 2. The
integration time, denoted by τ, is the duration of the sampling win-
dow in seconds. When FFI(0) is computed, τ = τ0, and when ADEV
or MDEV are computed, τ = mτ0. It is important that the FFI is
always reported alongside τ due its dependence on m and τ0.

Unfortunately, across the literature, there is an inconsistency in
that some studies report the FFI(0), while others report the ADEV
or MDEV. To make matters worse, some studies do not make clear
whether they are reporting the FFI(0), ADEV, or MDEV. In this
paper, we will stipulate whether FFI(0), ADEV, or MDEV were used
in a referenced work when it is clear. However, when a referenced
work has failed to stipulate the specific form used, we will term the
reported value as simply the “FFI.” As it will be clear from the con-
text in which it is used, we will also occasionally use the term “FFI”
as a means to refer to FFI(0), ADEV, or MDEV.
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FIG. 2. Example experiment with M = 8 samples of ȳ that are separated in time by
the fixed sampling period τ0. Two different methods for computing the FFI are pic-
torially shown. The first, FFI(0), calculates the average difference between adjacent
samples of ȳ. The second, ADEV uses non-adjacent samples—here, as an exam-
ple, we have fixed m = 2 such that the time duration between the non-adjacent
samples is 2τ0. The integration time, τ, is the duration of each sampling window;
in the above-mentioned example, with FFI(0), τ = τ0, and with ADEV, τ = 2τ0.

The different definitions of FFI exist to help distinguish
between various sources of noise in real experiments,44 which, in the
context of clocks and clock synchronization, are white noise, flicker
noise, and random-walk.40,41 These noise sources can be present in
x̄ and ȳ measurements, giving rise to phase-modulation (PM) and
frequency-modulation (FM), respectively. White noise is uncorre-
lated random noise, which has a flat spectral density profile. Flicker
noise has a spectral density given by f−1, where f is the frequency,
and random-walk has a spectral density given by f−2. When either
of these noise sources dominate the measurement, the influence can
be observed via the gradient of the log–log plot of FFI vs τ. The var-
ious gradient values for each noise source are presented in Table I.
For example, when white PM noise is dominant, the FFI(0)

∝ τ−1,
ADEV∝ τ−1, and MDEV∝ τ−3/2. In a state-of-the-art clock syn-
chronization experiment, white PM was the dominant noise source
from 0 ≤ τ ≤ 0.5 s, and when τ > 0.5 s, flicker PM noise was dom-
inant.17 It should be noted that the distinction between white PM
and flicker PM can only be made with MDEV, and this is the rea-
son for the general preference for MDEV over the other definitions
of FFI. Furthermore, the noise sources also limit the maximum τ in
a clock synchronization experiment—the maximum τ is when the
dominant noise source is flicker FM noise and the computation of

TABLE I. Coefficient α of FFI∝ τα for the most common sources of noise. It should
be noted that α is different for white PM and flicker PM when MDEV is used compared
to FFI(0) and ADEV, and for this reason, MDEV is preferred to distinguish between
these two sources of noise.41

FFI method
White

PM
Flicker

PM
White

FM
Flicker

FM
Random-walk

FM

FFI(0) and ADEV −1 −1 −1/2 0 1/2
MDEV −3/2 −1 −1/2 0 1/2

FFI no longer converges to zero. FFI measurements beyond the max-
imum τ are not trusted. The total measurement duration, T, sets τ
as τ = T/2 for ADEV, and τ = T/3 for MDEV.

Although the FFI provides a useful metric for comparing the
stability of clocks, in clock synchronization we are interested in the
timing error between clocks. To this end, we introduce the timing
deviation (TDEV), which quantifies the time stability of a clock. The
TDEV is related to the FFI via

TDEV =
τ
√

3
MDEV, (10)

with units of seconds. The timing error between clocks, denoted
throughout this work by the standard deviation σΔt , is given by

σΔt = σexcess +TDEV, (11)

where σexcess is the sum of any initial synchronization issues between
the clocks as well as any environmentally induced and frequency
drift-related timing offsets. In the recent state-of-the-art clock syn-
chronization experiment, σexcess ≃ 0 was achieved using classical
frequency combs and sophisticated signal processing techniques
(discussed further in Sec. III E) when 0 ≤ τ ≤ 1 s.17 Within this
region, σΔt ≡ TDEV and white PM noise dominated the system
yielding TDEV∝ τ−1/2—also referred to in the literature as the
“quantum-limited white noise floor.”17,45 TDEV and FFI measure-
ments are at the SQL when white PM is the only noise source in the
system.

In our perspective, future satellite-based clock synchroniza-
tion techniques should aim to achieve an MDEV of < 10−18 within
τ ≤ 100 s for satellite-based clock synchronization. At this stability,
a TDEV in the sub-femtosecond regime would be achievable using
classical and quantum frequency combs (with femtosecond pulse
duration) operating at the white noise floor. An integration time
of less than 100 s would also ensure compatibility with the typical
viewing time-window of a low-Earth-orbit (LEO) satellite.46

B. Optical clocks on ground and in space
Current optical clock technologies can achieve an FFI of order

10−18 in ground-based laboratory settings, surpassing the perfor-
mance of cesium-based atomic clocks. This level of stability has been
achieved in experiments that are focused largely on lowering the
FFI by overcoming technical issues such as second-order Doppler
shifts,47 thermal radiation,48 and more.48,49 Some examples of archi-
tectures include the strontium ion optical lattice (FFI of 10−18 at
τ = 104 s50 and ADEV of 4 × 10−19 at τ = 5 × 103 s51) and the ytter-
bium ion optical lattice (FFI of 4 × 10−19 at τ = 105 s52). As the
field of optical clocks matures, the focus will shift to achieving a
shorter duration of τ for a given level of FFI, in addition to low-
ering the FFI. Furthermore, future optical clocks will be placed in
orbit around the Earth to escape the noise effects due to Earth’s
gravitational fluctuations, which is a limiting factor for MDEV of
10−18 at τ ≤ 100 s at present.7,53 Satellite-based optical clocks will also
aid spacecraft navigation by avoiding communication delays with
Earth on corrections to trajectories. Optical clocks in space will also
be used for the global dissemination of time and the re-definition
of the second.

However, current optical clocks have high SWaP
demands—satellite-based solutions will require miniaturization and
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radiation hardening, and considerable research is already under
way toward these directions.53 Satellite-based optical and atomic
clocks is a research direction that is receiving considerable attention
by various space agencies, which includes the National Aeronautics
and Space Administration and their Deep Space Atomic Clock
project,54–56 the European Space Agency and their Atomic Clocks
Ensemble in Space,57,58 the German aerospace center’s project
COMPASSO,59 and the Chinese Space Laboratory’s Tiangong-2
cold atomic clock.60 With the exception of COMPASSO, these
projects are using atomic clocks although the findings should also
translate to optical clock technologies. In the near-future, when
a network of satellite-based optical clocks are deployed, we will
require a clock synchronization scheme that is able to share time
and frequency information with stability at an FFI better than
the optical clocks themselves and also within a reasonably short τ
duration that is suitable for satellite links.

For clarity, in this manuscript, we denote clock architectures
based on optical transitions as “optical clocks,” whereas architec-
tures based on microwave transitions are called “atomic clock.”
Although we highlight that throughout the literature optical clocks
are sometimes also referred to as “optical atomic clocks,” and atomic
clocks are sometimes referred to as “microwave atomic clocks.”

C. Clock synchronization schemes without frequency
combs

Current commercially available clock synchronization proto-
cols, such as global positioning system (GPS) common-view time
transfer61,62 and GPS carrier phase,63 use a microwave carrier as
the signal. However, although these techniques are suitable for syn-
chronizing atomic clocks, they are unable to reach an FFI of 10−18

(and lower), which is required for a network of optical clocks.53

For instance, the GPS carrier-phase protocol can achieve an MDEV
of 10−16 at τ = 105 s.64 Similarly, the carrier-phase two-way satel-
lite time and frequency transfer schemes also suffers from the same
threshold.63,65,66 While efforts are made to improve the FFI below
this level,67 the microwave-based carrier is a significant limiting fac-
tor. An opportunity exists for lowering the FFI by increasing the
carrier frequency from microwave to optical—this can be under-
stood as an increase to ν0 in Eqs. (2) and (3), which would lower y(t)
and x(t) and, in turn, the FFI. In practice, however, optical signals
are more sensitive to loss and noise in free space than microwave sig-
nals, which complicates the matter. Fortunately, recent experiments
with optical signals are showing progress toward the required FFI
levels. These experiments also reveal practical strategies for over-
coming loss and noise issues that may be translated to satellite-based
implementations in the near-future.

A potential optical-based method is the coherent optical fre-
quency transfer (OFT). OFT uses an optical continuous-wave (CW)
laser, which is phase-locked to a clock, as the signal. The laser is
transmitted to a remote site and interrogated with another CW
laser that is locked to a different clock. By extracting the phase dif-
ference between the two CW laser signals, the TDEV between the
clocks can be determined. However, the OFT protocol is highly sen-
sitive to phase noise issues induced by atmospheric turbulence. OFT
is also sensitive to amplitude noise, which reduces the signal-to-
noise ratio and causes signal drop-outs. Amplitude noise is a result
of beam wandering, scintillation, and deep fading in a free-space

channel.27 Without dedicated noise-compensation strategies, phase
and amplitude noise significantly limit the maximum τ achiev-
able in OFT over free space and, in turn, limit the minimum
FFI achievable.

Recently, an OFT experiment conducted by Gozzard et al.68

used a 1532 nm narrowband (<100 Hz bandwidth) laser transmit-
ted over a 2.4 km free-space terrestrial link. In this experiment, an
MDEV of 6.1 × 10−21 at τ = 300 s68 was achieved. This level of FFI
exceeds the requirement for synchronizing optical clocks and satis-
fies our criteria for satellite-based clock synchronization (as shown
in Fig. 3). However, it is important to note that the performance
strongly relies on the use of ultra-precise phase stabilization and
amplitude noise suppression systems. Particularly, an imbalanced
Michelson interferometer, an acousto-optic modulator, a bidirec-
tional erbium-doped fiber amplifier, and an adaptive optics unit
were among some of the additional hardware components that were
required to reduce the MDEV of 10−15 at τ = 104 s.

In contrast to OFT, a pulsed laser techniques can have a large
“ambiguity range,”28,69 which allow it to be more robust against
atmospheric turbulence and signal drop-outs during deep fades.70

Time transfer by laser link (T2L2) is one such optical protocol that
is based on the principles of a laser-ranging technique that col-
lect time-of-flight measurements.71 In T2L2, several laser pulses are
transmitted between a satellite and one or more ground stations and
detected using photodetection devices and time-tagging units. These
laser pulses are of short duration and asynchronously transmitted
from the ground stations to the satellite, with a fraction of them
returned back to the ground stations. The ground stations record
the start and return time of each pulse, while the satellite records the
arrival time in the temporal reference frame of the on-board clock. A
microwave carrier is then used to share the start, return, and arrival
times and calculate the TDEV. Unfortunately, the current imple-
mentations of the T2L2 protocol have not been able to achieve an
MDEV ≤ 10−18 at τ ≤ 100 s.

FIG. 3. Historical comparison of different state-of-the-art free-space clock synchro-
nization studies. It should be noted that the TDEVs plotted are the values reported
at τ = 100 s from the respective studies. In yellow, we highlight the studies that
have achieved an MDEV of ≤10−18 at τ ≤ 100 s (i.e., a TDEV of ≤10−16 s), which
is our criteria for the performance required to synchronize satellite-based optical
clocks. It is evident that some recent studies satisfy our criteria.
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In a recent field experiment, T2L2 was tested between the Jason
2 satellite and a single ground station.25,26 In this particular test,
the FFI achieved was of order 10−13 at τ = 100 s.72 Although, the
FFI can be reduced to an FFI of 10−17 at τ = 1 day,53 this would
be unsuitable for links with LEO satellites. The main issue with
T2L2 is that photodetection devices have a relatively slow response
rate, which limits the maximum sampling rate and in turn precision
of the final TDEV measurements.28 Although, in principle, T2L2
should reach an FFI of 10−17 at τ = 300 s24 and an MDEV of 10−17

at τ = 1 s.73

A final point of interest is that both the T2L2 and the OFT
present two different optical-based methods for clock synchroniza-
tion. From a fundamental physics perspective, T2L2 follows the
time-of-flight method and relies on the precise comparison of the
departure and arrival times of different sets of pulses to estimate the
TDEV between two different clocks, whereas OFT operates under
the phase method and focuses instead on the relative phase differ-
ence between a local and remote narrowband optical signal. Both
methods, in theory, should be able to yield the same level of FFI
for a given τ (discussed further in Sec. IV B) but, in practice, they
require different hardware setups for operation over free-space links.
As discussed in Secs. III and IV, classical and quantum frequency
combs provide an alternative pathway to time-of-flight and phase-
based clock synchronization, and recent experiments are indicating
that these approaches may also demand less hardware in practice.
Less complex hardware should translate to lower SWaP demands,
which are highly desirable in space.

A visual summary of the performance of various state-of-the-
art clock synchronization techniques including a classical frequency
comb-based technique known as optical two-way time and fre-
quency transfer (O-TWTFT), discussed in Sec. III E, is shown
in Fig. 3, with our satellite-based clock synchronization criteria
highlighted in yellow.

D. One-way vs two-way time transfer
Another point of distinction between different clock synchro-

nization techniques over free space are the one-way and two-way
transfer approaches.61,74 In the one-way approach, there exists one
transmitter and one or more receivers. The transmitter could be
a ground station or a satellite that generates a signal with tim-
ing and or frequency information about the transmitter clock. The
receiver/s would capture the signal, decode, and compare against
the same information from a local clock. This approach is tech-
nologically simple and could cater for a large network, but there
exist some implementation challenges. A challenge for the one-way
method is that the location of the transmitter and receiver/s need
to be known as precisely as possible before the exchange of sig-
nals takes place. The path distance between the transmitter and the
receiver/s are needed to remove the path-based signal delay in the
final calculation of TDEV. When the transmitter or receiver/s are
not stationary, e.g., satellites, changes in path delay will contribute
phase noise to the final TDEV estimate. Another key limiting fac-
tor for the one-way approach is that random path-length variations
caused, for instance, by atmospheric turbulence would also con-
tribute phase and amplitude noise, as discussed in Sec. II C. Finally,
variations in the refractive index across the channel will affect the
propagating speed of the signals and also impact path-delay. For

instance, the troposphere near the Earth’s surface increases the
effective path delay by 1 ns per km,74 which would need to be
accounted for in ground-satellite links. For the successful opera-
tion of a one-way transfer scheme, the path-based delays must be
determined. This can be aided by determining the position of all
sites a priori, ensuring all sites remain relatively stationary and char-
acterizing the refractivity of the channel during the transmission
of signals.74

In contrast, a two-way transfer scheme does not depend as
strongly on path-based delays.75 Here, usually an intermediary satel-
lite is used between two ground stations. The ground stations
transmit signals to the satellite, and the satellite forwards the sig-
nal from each ground station to the other. In theory, the position of
any given satellite or ground station/s are no longer needed because
all signals will travel from a ground station to the satellite and
back, making path-based delays common across all signals. How-
ever, path-based noise will cancel only when the channel between
the satellite and ground stations is reciprocal, i.e., the effect of the
channel in one direction can be canceled by propagation in the
opposite direction. However, ground-to-satellite and satellite-to-
ground channels are asymmetric since the former experiences the
majority of atmospheric turbulence near the transmitter, while the
latter experiences turbulence at the receiver. Recent simulation45,73,76

and experimental77 studies have indicated that turbulence will
limit the minimum TDEV achieved by all techniques. Although,
a classical frequency comb-based technique known as optical two-
way time and frequency transfer (O-TWTFT) is showing promis-
ing steps toward overcoming the effects of turbulence by using
Kalman filtering.17,45

Both the one-way and two-way methods can be setup in various
configurations, which include exclusively between satellites without
ground station/s. In this case, channel reciprocity may be satisfied
due to there being negligible atmospheric turbulence in, for instance,
LEO. Furthermore, the simpler one-way method may also suffice in
LEO links.

E. Classical vs quantum
T2L2, OFT, and O-TWTFT all use properties of light that per-

tain to classical physics. The best-case FFI (and TDEV) achievable
by any of these “classical” techniques will be the SQL.78 The SQL
is technically a scaling in the standard deviation of a measurement
given by σ ∝ 1/

√
n, where σ is the standard deviation and n is

the number of resources used. In the context of clock synchroniza-
tion, the FFI (and TDEV) when classical techniques are employed
scale as 1/

√
n, with n being the number of signal photons captured

during τ.
Quantum physics provides a new scaling of the standard devi-

ation by using “non-classical” correlations within the properties of
light.79–86 Quantum states can be used to approach the HL, which is
a scaling in the standard deviation given by σ ∝ 1/n, a

√
n improve-

ment relative to the SQL. There are two ways to interpret the HL: (1)
for a given level of σ, a quantum state may use less n than a classical
or (2) for a given amount of n, a quantum state may achieve lower
σ than a classical. We define the inverse of the standard deviation as
the precision.

To see the distinction between the SQL and the HL, we have
presented a visualization of the precision vs resources in Fig. 4.
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FIG. 4. Precision vs the number of resources (e.g., photons) trade-off for measure-
ment strategies that use classical and quantum signals. All clock synchronization
techniques that use the classical properties of light would operate in the classical
region with a best-case performance at the SQL. On the other hand, quantum fre-
quency combs can exploit non-classical properties, such as quadrature-squeezing
and quadrature-entanglement, to operate within the quantum region. We define
performance anywhere in the quantum region as “quantum advantage.”

In resource-constrained settings, such as on-board satellites, the
precision-to-resource trade-off is an important consideration. In
this work, we define a performance anywhere within the quantum
region shown in Fig. 4 as “quantum advantage” because higher
precision is achieved for a given number of resources relative to
classical.

III. CLASSICAL FREQUENCY COMBS
In this section, we provide focus on clock synchronization

using classical frequency combs and discuss the generation and
operating principles of a mode-locked laser (MLL)—a popular
choice for generating classical frequency combs. We also discuss
some challenges toward noiseless operation and some findings from
recent satellite-based experiments with MLLs. This section serves
as an overview of the field in general and outlines progress toward
SWaP optimizations.

A. Generating and characterizing classical frequency
combs

In the literature, the term (classical) “frequency combs” is often
synonymous in usage with “MLL.”87 This is because MLLs were the
original source of classical frequency combs in the early 2000s when
they were used to perform read-outs of an optical clock by coher-
ently and precisely converting the clock’s optical cycles into measur-
able microwave signals.88–90 Since then, applications for MLLs have
widened and techniques for generating and stabilizing MLLs has
also matured considerably.91–94 MLL-based combs remain a popular
choice for comb generation, with the focus recently shifting toward
balancing the trade-off between producing a wide spectral band-
width, high frequency resolution, and a low SWaP footprint, on the

road to widespread commercialization.95 Although there are other
methods for generating classical frequency combs that are based
on nonlinear processes, such as Kerr combs, electro-optic combs,
and quadratic combs,95–99 we focus mainly on MLL-based classical
frequency combs.

An MLL-based frequency comb starts as a single-frequency
continuous-wave laser that is passed through a resonant cavity
and stabilized via active or passive mode-locking. The optical-
frequency modes of this comb are mode-locked during the sta-
bilization process, which ensures that they are equidistant in the
frequency domain, phase-coherent in the time domain, and share
a common phase evolution that is deterministic.93 Mode-locking
is a resonant phenomenon that has been developed over many
decades.88,100,101 In principle, a single-frequency laser is converted
into a train of ultra-short duration pulses by repeatedly passing
the laser through a resonator in a cavity. Each cavity round trip
produces pulses that shorten in the time domain, with succes-
sive passes, and simultaneously widen in the frequency domain.
The round trips continue until the cavity characteristics pre-
vent further time-shortening and spectrum-expansion and, at this
point, the pulses escape the cavity.88 MLLs are typically ultra-
short in duration (T0 ≃ 10−14 s, where T0 is the pulse dura-
tion as shown in Fig. 5), have a wide spectral bandwidth (order
1000 nm for octave-spanning combs), and relatively high peak out-
put power (order 10 mW). These three characteristics are highly
desirable for high-precision sensing applications including clock
synchronization.20,102

In principle, MLLs are simple to operate as there are only
two parameters in the frequency domain that can be tuned. These
parameters are as follows: the laser repetition rate ( fr) and the
carrier-envelope offset frequency ( f0). These two parameters can

FIG. 5. Frequency and time domain representations of a classical frequency comb
based on an MLL. In the optical frequency domain, the comb is a collection of opti-
cal modes denoted as νN with mode spacing fr (the repetition rate of the laser).
In the time domain, the comb is a periodic train of optical pulses with pulse period
T r = 1/ fr . For clock synchronization, one of the frequency comb modes will be
first phase-locked to the transition of an optical clock. Due to the coherence shared
between all frequency comb modes, all modes will in turn become phase-locked to
the optical clock as well. Then, the frequency comb will be transmitted over free-
space to a remote site. At the remote site, interferometry is used to compare the
transmitted comb to a “receiver” comb (that is phase-locked to a receiver optical
clock). Interferometry will reveal differences in the phase and/or time-of-flight infor-
mation between the two combs, which is in turn linked to the TDEV between the
transmitter’s and receiver’s clocks.12
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FIG. 6. Visualization of the MLL-based frequency comb stabilization process. At
the bottom, the self-referencing technique for determining the offset frequency, f0,
is shown. At the top, we show the amplitude modulation technique, which consists
of an optical photodetector that is used to extract an electronic signal whose period,
T r , is related to the frequency comb mode spacing fr . Real MLL outputs exhibit an
approximately Gaussian shape in the frequency domain centered at an optical
frequency with a bandwidth that spans atleast one octave (for self-referencing).12

be considered as the two degrees of freedom of a frequency mode,
denoted by νN , since

νN = Nfr + f 0, (12)

which is referred to as the “frequency comb equation,” and N ∈ Z+
is the mode index.87,93 We can equivalently describe an MLL in
the time-domain, but in this case, we have the following three
parameters: the pulse duration (T0), the pulse-to-pulse period (Tr
= 1/ fr), and the pulse-to-pulse phase slip between the carrier and
envelope (Δϕceo = 2πf 0/ fr). In Figs. 5 and 6, we have shown visu-
als describing these parameters to aid. Ultimately, the sustained
operation of an MLL requires tight monitoring and control of the
aforementioned parameters during the generation stage—the tighter
the control, the more stable the generated pulses are, and the lower
the FFI (and TDEV) will be over free space.

B. Stabilizing MLLs and suppressing noise
The parameters of an MLL are typically measured and con-

trolled using feedback loops.93 First, to measure fr , an optical pho-
todetector is used to detect the amplitude modulation of a group
of pulses (referred to as a pulse train), which in turn produces
an electronic train of microwave Fourier harmonics at fn = nf r ,
where n ∈ Z+. One example where only two modes were interro-
gated is shown in Fig. 6, although in practice the entire spectrum
of modes could be analyzed.12 Second, f0 is measured at optical fre-
quencies by using the self-referencing method (also called f − 2 f
interferometry103). In sensing applications, it is essential that fr ,
f0, Tr , Δϕceo, and τ are stable during operation. Particularly in the
clock synchronization context, it is highly desirable that 10 MHz
≤ fr ≤ 1 GHz, as this range allows for a commercial-of-the-shelf pho-
todetection units for use in measurement schemes, such as linear
optical sampling.93,104

Unfortunately, due to various sources of noise that can arise
during the generation stage, real-time measurements of the para-
meters (i.e., fr and f0 mainly) are required for optimum perfor-
mance. A negative feedback loop based on tuning the cavity length
is one common approach for noise suppression.105,106 For instance,
in a fully stabilized MLL (where the parameters are fixed), Tr is
precisely the round-trip time for a single pulse through the laser
cavity. However, changes in the cavity length even down to an opti-
cal wavelength in length (i.e., nanometer-scale) will impact Tr of
the output MLL, causing a phenomenon termed timing jitter.105,107

Cavity length changes will impact the temporal spacing between
successive pulses as they leave the cavity. Timing jitter is unfortu-
nately a common issue and can arise due to many factors; here,
we list some common sources and strategies. Sources of timing jit-
ter include intra-cavity amplified spontaneous emission,108,109 cavity
dispersion,110 intensity fluctuations,111 and slow saturable absorber
recovery time112 (in passive mode-locked combs). Several tech-
niques for controlling timing jitter also exists and these include the
phase detector method,113 balanced optical cross correlation,114,115

optical heterodyne,116 delayed optical heterodyne,107 intrinsic noise
optimization,111 and phase locking.117 Recently, the balanced optical
cross-correlation method is gaining popularity due to its superior
performance.114

Over the past few decades, models for timing jitter-related noise
have improved considerably.118–122 These models have helped focus
future noise suppression strategies by revealing the main contribut-
ing factors of timing jitter. Namely, it was found that shortening T0
(the pulse duration) and eliminating cavity dispersion are the best
strategies. Shortening T0 helps reduce the impact of amplified spon-
taneous emissions, while eliminating cavity dispersion helps to min-
imize the intensity- and frequency-related fluctuations in the output
MLL.114 Using these insights, Song et al.114 were able to produce
an MLL with an ultra-low timing jitter of 175 as on an ytterbium
fiber-based frequency comb. Their noise-suppression technique was
based on balanced optical cross correlation;114 however, due to lim-
itations in their setup, the output MLL had a maximum fr ≤ 80
MHz since the timing jitter was considerably worse at higher fr .
More recently, Ma et al.,123 was able to extend this performance on
the same ytterbium-fiber comb to fr ≤ 750 MHz using an electro-
optic modulator and a piezoelectric transducer units and have also
inspired other studies.124

Since T0 of a typical MLL is at the order of the duration
of a few optical cycles, instabilities in Δϕceo and in turn the f0
(referred to as phase noise) are common.106 Particularly, fluctua-
tions in Δϕceo during operation would induce relative phase-shifts
between pulses, reducing the coherence between pulses. These fluc-
tuations are a result of changes between the group and phase velocity
of a pulse as it transits the cavity and can arise due to intra-
cavity amplified spontaneous emission, cavity loss, pump noise, and
fluctuations in the laser cavity length.106,108,109,124 Although self-
referencing is a useful method for measuring changes in f0, practical
implementations have some complexities that include the require-
ment of an octave-spanning bandwidth, perfect mode-matching of
the 2νN and v2N modes, and strict temperature control.125 Impres-
sive levels of timing jitter and phase noise control have been
achieved in recent laboratory experiments,123 which have shown
that it is possible to operate an MLL with an MDEV of 3 × 10−19

at τ = 103 s.124
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C. SWaP optimization with integrated photonics
A satellite-based implementation of MLL will require signifi-

cant miniaturization and space-hardening from their current form.
A key challenge would be to ensure that there is no degradation
in performance as a result—toward this, the field of integrated
photonic is paving a potential pathway. In a recent review by
Chang et al.,95 integrated photonic is discussed as an emerging field
of development for producing high-volume, low-cost, and SWaP-
efficient photonic hardware based on common materials such as
silicon (which is widely available).126

Current technological directions are focused on replacing
individual optical components with their equivalent integrated
photonic-solutions one component at a time and testing these
devices on a working laboratory setup. For example, Carlson et al.127

developed an integrated photonic circuit based on silicon nitride
that uses multiple waveguides, which are all excited by a single
(externally generated) MLL pump. The waveguides produce super-
continuum light (spectral-broadened) at wavelengths that corre-
sponded to different optical clock standards. The super-continuum
light overlaps with lasers locked to various optical clocks, and
heterodyne measurements are conducted to estimate the TDEV
between all clocks using the waveguide output. This particular inte-
grated photonic device replaces a bulky spectrum widening appara-
tus with a low-SWaP chip-based solution. The performance metric
achieved includes a residual FFI of 3.8 × 10−15 at τ = 2 s,127 which is
progress in the right direction. Another study by Jankowski et al.128

consists of both a photonic chip-based second harmonic generation
stage and a chip-based spectral broadening stage were demonstrated.
These chip-based devices showed power efficiencies as they con-
sumed order femtojoules of energy—a reduction of 3 orders of
magnitudes from previous laboratory-based setups. As the tech-
nology of integrated photonic continues to mature, similar SWaP
optimizations could be expected for all the various components used
in clock synchronization.95,98,129

D. Experiments in space
To our knowledge, there have recently been three space-based

experiments that have demonstrated the operation of MLL-based
frequency combs in space. Although these experiments used a sin-
gle spacecraft (satellite or sounding rocket), the findings shed some
insights on the key challenges and opportunities that lay ahead as
the field transitions to large-scale network of free-space MLL links
(as shown in Fig. 1). In a recent mission in collaboration between
the Korean Advanced Institute of Science and Technology and the
South Korean Satellite Technology Research Center, an erbium fiber
(Er:fiber) MLL was tested onboard the satellite STSAT-2C.130 This
particular MLL emitted pulses with T0 = 350 fs, an fr = 25 MHz, and
was centered at a 1590 nm wavelength. During the mission, the MLL
successfully endured the high-accelerations during launch134,135 as
well as high-energy space-radiation136 with limited changes to the
MLL parameters. Lee et al.130 showed that the MLL could sustain
continuous operation over one year and, for instance, achieve an fr
FFI of 10−12 at τ = 10 s137 throughout the year. This performance was
despite an 8.6% reduction in the average MLL output power level,
which is attributed to radiation-induced attenuation. For a com-
plete description of the setup, please see Ref. 130; we briefly highlight
that the comb stabilization setup included a saturable absorber (for

passive mode-locking that was directly inserted to avoid using bulk
optics) and a ring-type piezoelectric actuator system (to stabilize
fr). As future recommendations, some hardware suggestions were
made, including the use of an active temperature control unit for
greater noise reduction and thicker aluminum shielding for radia-
tion proofing. Although these suggestions would increase the overall
SWaP, the use of integrated photonic could provide alternative
options.

In the FOKUS I mission, a substantially shorter experiment
was conducted with the sounding rockets that lasted 360 s in
total.131 An Er:fiber MLL was again used, but this time to con-
tinuously compare the TDEV between an optical and microwave
clock. In particular, MLL was phase-locked to the 384 THz opti-
cal transitions of a rubidium optical clock and then compared to
the transitions of a cesium atomic clock that oscillates at 10 MHz
via the fr and f0 frequency comb parameters. The performance
achieved during the operation was an FFI of 10−11 at τ = 20 s;131

however, the experimental duration was too short for any further
meaningful conclusions. A successive mission, the FOKUS II, took
the lessons learnt from FOKUS I and used a testing payload with
lower SWaP than the FOKUS I.131 Furthermore, a dual-comb setup
was used with two MLLs to compared TDEV between an iodine-
based optical clock at 281 THz optical transition and a cesium
atomic clock. The FOKUS II achieved an ADEV of 4 × 10−12 at
τ = 100 s.131 Although, since the FFI method used in the FOKUS
I mission was not made clear, we cannot easily compare the per-
formance between both missions. Nevertheless, as an early demon-
stration, both the FOKUS I and II missions show that MLLs can
be used to autonomously and continuously compare between dif-
ferent clock technologies in space, while sustaining reasonably low
levels of FFI.

A final space-based experiment that is currently under develop-
ment is by Takeuchi et al.133 The setup proposed in this experiment
also uses an Er:fiber MLL placed in the shape of the number eight
with a nonlinear polarization rotation device used for stabiliza-
tion. Early ground-based tests conducted continuously over several
days are showing stable operation with FFI of 10−14 at τ = 2000
s.133 A summary of all satellite-based experiments is presented in
Table II. Due to the limited standardization in the field currently,
some entries are missing—as the field matures in coming years, we
encourage reporting of these metrics for greater ease of assessment
of space-readiness.

E. Optical two-way time and frequency transfer
The most prominent MLL-based clock synchronization tech-

nique is O-TWTFT. First proposed by Giorgetta et al.,12 O-TWTFT
combines the lessons learned from fiber-based time-frequency
transfer138–141 and the microwave-based two-way time-frequency
transfer.66 In O-TWTFT, two sets of MLL pulses are locally pro-
duced and phase-locked to two different clocks. These MLL pulses
are then exchanged over free space in a two-way configuration
and compared via an interferometric method such as linear opti-
cal sampling.104 Through interferometry, the time-of-flight or phase
differences between the two sets of pulses are compared, which
corresponds to the degree to which the two clocks are out of
sync. A series of experiments over progressively longer free-space
terrestrial links have been conducted using O-TWTFT in recent
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TABLE II. Comparison of recent satellite-based experiments and proposals using MLL-based frequency combs. The aim of this table is to suggest similarities between certain
attributes and also point out some parameters that are often missing in the literature, but are crucial for an assessment of space-readiness. It should be noted that the symbols
in the following include Pin: the input pump power and Pout : the output seed power.

Project (Year) Technology Pump (nm) Seed (nm) fr (MHz) T0 (fs) Pin (mW) Pout (mW) Volume (L) Weight (kg)

STSAT-2C130 (2014) Er:fiber 980 1590 25 350 600 14 3.3 2.5
FOKUS I131 (2016) Er:fiber 780 1560 100 ⋅ ⋅ ⋅ 10 ⋅ ⋅ ⋅ 15 20
FOKUS II132 (2021) Er:fiber 980 1560 100 45 ⋅ ⋅ ⋅ 180 7 10
proposed133 (2021) Er:fiber 976 1560 48.7 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.8 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

times.12,13,28,142–144 The results from these experiments and those
from some previous fiber-based methods are presented in Table III
for ease of comparison.

From Table III, it is clear that there have been a large number of
O-TWTFT experiments in recent years. However, the experiments
conducted from 2013 to 2021 had limited free-space range (i.e., less
than 30 km). A key obstacle in these experiments has been the linear
optical sampling method and, in particular, the relatively high sig-
nal strength (order nanowatts) required for optimal photodetection,
which is a key part of conventional linear optical sampling. Some
technical strategies were proposed to overcome this issue, which
have focused on meeting the power demand by increasing the trans-
mit power, using a larger receiver telescope aperture, or using an
adaptive optics setup.28 However, these methods all add to the SWaP
costs of the overall setup and would thus have limited prospects in
space.

Fortunately, a SWaP-friendly direction has been recently devel-
oped that focuses instead on improving the linear optical sampling
method by using something called a time programmable frequency
comb (TPFC).15–17,45 The TPFC is a highly precise MLL that can
be tuned in time and phase in a coherent manner with sub-10 as
accuracy.15,16 In traditional linear optical sampling,12–14,104,135,144 a
signal MLL is sampled using another “local” MLL using hetero-
dyne detection. Instead of a local MLL, a TPFC can be used to
provide finer-tuning capabilities during sampling. Using a TPFC

greatly improves the accuracy of measurements and has been shown
to enable reductions in the required receiver power level from
nanowatts to order 0.1 pW.17

Over a 300 km terrestrial link, the TPFC-based O-TWTFT was
used to synchronize two distant clocks to a best-case TDEV of 500
as, which was at the SQL for this particular setup.17 The achiev-
able MDEV was 3 × 10−19 at τ = 103 s.17 This performance is near
the state of the art considering that the free-space link experienced
102 dB loss and the median received signal power level was only
0.15 pW.17 Moreover, the TPFC was not pre-amplified at the trans-
mitter, and this performance level was achieved without adaptive
optics. Notably, Caldwell et al.17 also demonstrated a Kalman filter to
continuously monitor the TDEV between the local and signal MLL
during the absence of deep fades.

In summary, there are some promising directions that have
been laid for clock synchronization using classical frequency combs.
Recent developments in the field have demonstrated that using opti-
cal signals, instead of microwave, allows for achieving a lower FFI
with shorter τ, which are essential for satellite-based optical clock
synchronization. Furthermore, using a pulsed signal rather than
CW offers a more robust method against turbulent channels. A
TPFC-based system also enables a longer link with limited additional
complex hardware and would be a SWaP-friendlier option. Further-
more, the TPFC method is able to reach the SQL in performance
and thus may be a good solution for satellite-based deployment in

TABLE III. Recent field experiments using MLL-based classical frequency combs over optical fiber and terrestrial links and their reported performance metrics. The general trend
across the recent free-space experiments has been toward longer link range, shorter integration time (τ), and an MDEV below 10−18 (in turn, lower TDEV).

Author Year Protocol Link type Nodes Path (km) MDEV Integration time, τ (s) TDEV (s)

Predehl et al.138 2012 OFT Fiber 11 920 10−18 103 6 × 10−16

Droste et al.139 2013 OFT Fiber 2 1840 4 × 10−19 102 2 × 10−17

Bercy et al.140 2014 OFT Fiber 2 100 5 × 10−21 103 3 × 10−18

Giorgetta et al.12 2013 O-TWTFT Free-space 2 2 10−18 103 6 × 10−16

Deschenes et al.13 2016 O-TWTFT Free-space 2 4 5 × 10−19 104 3 × 10−15

Sinclair et al.143 2018 O-TWTFT Free-space 2 4 10−17 1 7 × 10−18

Sinclair et al.145 2019 O-TWTFT Free-space 2 4 10−18 102 6 × 10−17

Bodine et al.145 2020 O-TWTFT Free-space 3 14 10−18 102 6 × 10−17

Ellis et al.14 2021 O-TWTFT Free-space 3 28 10−18 2 × 102 1 × 10−16

Shen et al.28 2022 O-TWTFT Free-space 2 113 4 × 10−19 104 2 × 10−15

Caldwell et al.17 2023 O-TWTFT Free-space 2 300 5 × 10−18 1 × 103 3 × 10−16
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the future. In our perspective, integrated photonic will also play a
key role toward space-readiness and aid in the miniaturization of
key optical components. However, sustaining the precise stabiliza-
tion and noise suppression performance of current laboratory setups
in these future space-ready solutions will be a challenge.

IV. QUANTUM FREQUENCY COMBS
In this section, we provide details on the potential advan-

tage (i.e., quantum advantage) of using a quantum frequency
comb instead of a classical frequency comb as the signal in clock
synchronization. We show how quantum frequency combs are
generated from classical frequency combs, the unique proper-
ties that quantum-based techniques exploit, the advantage in the-
ory, and the main challenges for a free-space implementation of
quantum-enhanced clock synchronization.

A. Generating quantum frequency combs
Let us begin with an outline of common methods for generating

quantum frequency combs. The generation stage of a quantum fre-
quency comb strictly requires an optical non-linearity, such as a χ(2)

or χ(3) process. Both nonlinear processes typically have low genera-
tion efficiency and, as a result, quantum frequency combs generally
have low output power than classical frequency combs although, as
discussed further in this section, certain strategies can be used to
improve the generation efficiency. In this work, we focus on χ(2)

and its implementation in spontaneous parametric downconversion
(SPDC).

The χ(2) non-linearity can be induced using nonlinear crystals,
such as BBO (beta barium borate), LBO (lithium triborate), KTP
(potassium titanyl phosphate), or BIBO (BiB3O6).21,146–149 When an
MLL-based classical frequency comb is used as the input pump,
the classical frequency comb will convert into a quantum frequency
comb after passing through the crystal and undergoing a process
known as SPDC. The conversion process can be from a single-
pass through the crystal or after multiple passes when the crystal is
placed inside a resonant cavity.146,150,151 In principle, SPDC consists
of converting a “pump” into a “signal” and an “idler.”

When the pump is a monochromatic CW laser centered at
frequency νp, the SPDC output is a monochromatic CW signal at
frequency νs and a monochromatic CW idler at νi, such that

νp = νs + νi and k⃗p = k⃗s + k⃗i, (13)

where k⃗p,s,i are the momentum vectors of the pump, signal, and
idler respectively. The SPDC is considered fully degenerate when
the signal and idler are indistinguishable in terms of their center
frequency, direction of travel, and polarization, i.e., νs = νi = νp/2.
Fully degenerate operation is desired as this induces phase-sensitive
variance in the signal and idler quadratures, where the variance is
reduced below the SQL at a certain phase—a phenomenon known
as quadrature-squeezing.152,153 However, fully degenerate SPDC is
challenging to achieve in practice and strongly depends on fac-
tors such as the pump power and crystal temperature conditions.154

Single-pass SPDC also suffers from low efficiency since a large
portion of the pump photons usually pass through the crystal uncon-
verted.155 In Fig. 7, we have shown how single-pass SPDC is used to
produce quadrature-squeezed states.

FIG. 7. Spontaneous parametric downconversion (SPDC) process is a χ(2) non-
linear process that can be used to convert a classical frequency comb (e.g.,
mode-locked laser, MLL) into a quantum frequency comb that exhibits quadrature-
squeezing properties. The implementation of SPDC shown above is degenerate
whereby the signal and idler have exactly half the energy (in turn center frequency)
as the pump. As an example, we show the phase space diagram of the clas-
sical and quantum frequency comb with X-quadrature-squeezing. Evidently, the
quantum frequency comb has reduced variance in the X quadrature and would
correspondingly yield a more precise measurement than the classical frequency
comb.

Let us take a brief aside to define the term “quadrature.”
Quadrature refers to the quantum-version of the real and imaginary
components of an electromagnetic wave.156 For instance, an electric-
field amplitude, E(r⃗, t), with spatial coordinate vector r⃗ and time
coordinate t is given by156

E(r⃗, t)∝ X(r⃗, t) cos (2πν0t) + iP(r⃗, t) sin (2πν0t), (14)

where X(r⃗, t) and P(r⃗, t) are the quadrature amplitudes with real
numbers. In the quantum perspective, the quadratures are unit-less
operators with an expectation and standard deviation, which we
denote in this work as simple X and P, respectively. A quadrature-
squeezed quantum state has a variance in one quadrature that is
below the SQL, and in the other quadrature, the variance is above
the SQL,153 as shown in Fig. 7.

Returning to SPDC, improving the efficiency of single-pass
SPDC is crucial for producing a useful quantum frequency comb.
Two main strategies in the literature include using a pulsed pump,
such as an MLL instead of a CW pump, and placing the crystal inside
a resonant cavity.157–163 An MLL has a higher peak power relative
to an equivalent CW laser, which considerably improves the con-
version efficiency. Furthermore, a resonant cavity builds up energy
with each pass further increasing the peak power. The optical para-
metric oscillation (OPO) is a parametric oscillator that satisfies both
efficiency strategies. A version of the OPO tailored for a pumped
laser system is called the synchronously pumped optical parametric
oscillator (SPOPO). The SPOPO uses a cavity that has a precisely
controlled length that is locked to the pumping MLL’s fr (and, in
turn, the round-trip time of a single pulse). The state-of-the-art con-
version efficiency of a SPOPO system is currently at ∼20%.164 For
fully degenerate SPDC within the SPOPO, the MLL pump must have
a peak power that is below (but as close as possible to) the oscil-
lation threshold of the cavity. Operating near the cavity threshold
also helps maximize the quadrature-squeezing level produced in the
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output.158 A visual diagram of a typical SPOPO setup with a second
harmonic generator and an OPO is shown in Fig. 10.

An MLL has a broadband spectrum with a large num-
ber of frequency modes (in practice around 105 modes159) as
described by Eq. (12). Each of these frequency modes will down-
convert during SPDC following Eq. (13) and produce a consider-
ably more complex signal and idler than in the monochromatic
CW case. Particularly, in the fully degenerate case, both signal
and idler will span an identical range of frequency modes νs = νi
= (Nf r + f0)/2 that exhibits multi-partite entanglement between the
frequency modes.147 For the purpose of clock synchronization, we
are instead interested in an alternative (simpler) description of the
“complex” signal and idler state, which can be achieved via a uni-
tary change in the basis.146,147,150,159 In particular, the eigenmodes of
the SPOPO, which are constructed by taking a linear combination
over all frequency modes, gives a new basis in which each the sig-
nal and idler can be characterized by the outgoing pulse spectral
amplitude and phase profiles.159 In the eigenmode basis, quadrature-
squeezing is observed when the MLL pump has a peak power below
the cavity threshold. Visualizations of the X-quadrature-squeezed
quantum frequency comb generated by a SPOPO are shown in
Figs. 7 and 10.

Quantum frequency combs with quadrature-entanglement can
also be produced using the SPOPO method. In this case, two
quadrature-squeezed quantum frequency combs would be mixed
on a 50 : 50 beam splitter. Before the mixing, it will be important
to ensure that the two quantum frequency combs exhibit squeez-
ing in different quadratures, which can be achieved by applying a
path delay in one of the paths equivalent to a π/2 phase delay. The
two output signals from the beam splitter would exhibit variance
below the SQL in the sum and difference quadrature modes—thus
the quadratures are entangled. This particular configuration for pro-
ducing quadrature-entanglement has been implemented165 and is
shown in Fig. 8.

While SPOPOs have been used widely in many laboratory
experiments, key issues exist when we consider extending the

technique to space. Most notably, miniaturizing the SPOPO cav-
ity while sustaining high-efficiency and high-bandwidth in the
output has proven to be a challenging task to date.166–168 In a
recent study by Stokowski et al.,169 a new technique was devel-
oped, which demonstrates an operating OPO on a small-form
integrated device based on thin-film lithium niobate. The conver-
sion efficiency achieved on this device was ∼34%, which is at the
current state of the art. More pathways to achieving OPO on inte-
grated photonic devices are required as the field evolves further
and will be a key road block for quantum frequency combs on
satellites.

Finally, we note that the Kerr non-linearity is yet another
technique for producing quantum frequency combs. The Kerr non-
linearity gives rise to a χ(3) process called four-wave mixing (FWM).
In FWM, two or three input frequencies are converted into two or
one output frequencies, respectively, via a parametric process that
conserves energy. Recently, FWM has been used to generate a spe-
cific type of quantum frequency comb using a CW laser pump,
which exhibits quadrature-squeezing and quadrature-entanglement
properties in individual frequency modes.137,170–177 These quantum
frequency combs, also referred to as “Kerr optical frequency combs,”
may provide a new method for quantum-enhanced clock synchro-
nization. We note, however, due to our current focus on quantum
frequency combs that exhibit quadrature-squeezing and quadrature-
entanglement over a basis that spans over all frequency modes (i.e.,
the output of a SPOPO), Kerr optical frequency combs are beyond
the scope of our study.

B. Optimal clock synchronization
The main objective of quantum-enhanced clock synchroniza-

tion is to extend the performance of classical clock synchronization
from the SQL toward the HL. A quantum frequency comb is one
key tool to this end, as discussed further in Sec. IV B 2. How-
ever, in addition, we also need an “optimal” measurement strategy.
Although the linear optical sampling technique is currently a popu-

FIG. 8. Method for producing a quadrature-entangled quantum frequency comb by mixing two quadrature-squeezed states onto a 50 : 50 beam splitter.23,153,165 The two
inputs must be quadrature-squeezed in orthogonal quadratures, and this can be achieved (for example) by using a π/2 phase shifting stage on one of the input arms.
After a sum/difference stage, the final output will exhibit quadrature-squeezing. In a recent study,23 we compared the performance of a quadrature-entangled state against a
quadrature-squeezed state22 for inter-satellite quantum-enhanced clock synchronization.
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FIG. 9. Linear optical sampling method as used in O-TWTFT consists of estimating the timing offset, Δt, between two classical frequency comb pulses (i.e., Δt = tA − tB)
using interferometry. On the right, we show an optimal measurement strategy—temporal mode decomposition, where the linear optical sampling measurement is projected
onto higher-order temporal modes before the temporal modes are separately measured. The photocurrent outputs of each temporal mode measurement ℓ is proportional to
(Δt)ℓ with a standard deviation of Δt measurements given by Eq. (17). Substituting the classical frequency comb with a quantum frequency comb as the signal would yield
a standard deviation scaling that approaches the HL given by Eq. (18). It should be noted that BHD represents balanced homodyne detection and TM represents temporal
mode. A temporal mode decomposition setup could, in principle, comprise of an infinite number of temporal modes, although only the first three temporal modes are show
above.

lar method for estimating the timing offset (i.e., Δt in Fig. 9) between
two classical frequency combs, it is not the optimal measurement
strategy according to quantum estimation theory.20,158 One example
of an optimal measurement strategy for estimating Δt is a technique
that we refer to here as “temporal mode decomposition.” In tem-
poral mode decomposition, the combined signal from the received
(classical or quantum) frequency comb and local classical frequency
comb is projected onto higher-order orthogonal temporal modes
and the intensity of each temporal mode is measured separately,
as shown in Fig. 9 and discussed in previous studies.20,158,178–180 A
classical frequency comb signal with temporal mode decomposi-
tion can reach the SQL.20 A quantum frequency comb signal with
temporal mode decomposition will exceed the SQL and approach
the HL.

1. Reaching the SQL with temporal mode
decomposition

In an experiment implementing clock synchronization, several
samples of Δt are collected to calculate the average timing offset, Δt,
and corresponding standard deviation, σΔt . It should be noted that
σΔt and TDEV are related, where the former is a statistical standard
deviation of Δt and the latter is the average two-sample deviation
of Δt (discussed in Sec. II A). Ideally, we want σΔt → 0 by averag-
ing over a large number of samples of Δt; however, experimental
challenges such as restrictions to the transmit power, channel-based
losses, and detection inefficiencies limit the number of samples that
can be collected in practice. In addition, different clock synchro-
nization strategies can achieve different σΔt over a finite number of
samples over the same link. Hence, finding a measurement strat-
egy that minimizes σΔt (i.e., an optimal measurement strategy) is
desired.

Measurement strategies that use time-of-flight, such as linear
optical sampling, have a measurement standard deviation that scales
with the total number of photons collected (n) given by20

σΔt,time−of−flight ∝
T0
√

n
. (15)

Here, minimizing T0 (with ultra-short duration pulses) and max-
imizing n are the only two strategies for minimizing the standard
deviation. Alternatively, measurement strategies based on the phase
difference between a remote and local signal, Δϕ, [which is, in turn,
related to Δt ∶= Δϕ/(2πν0)] include OFT. The phase method has a
standard deviation that scales as20

σΔt,phase ∝
1

ν0
√

n
, (16)

where ν0, recall, is the nominal frequency of the signal. Finally, the
temporal mode decomposition method provides a superior scaling
of the standard deviation compared to both the time-of-flight and
phase measurements, which is given by20,158

σΔt,TM ∝
1

√

n((1/T0)
2
+ ν2

0)
, (17)

where TM denotes temporal modes. The difference in the stan-
dard deviation here is due to the fact that the temporal modes of
a quantum frequency comb pulse carry both the time-of-flight and
the phase information in their temporal profiles. In addition, tem-
poral mode decomposition has also been shown to be an optimal
measurement strategy according to quantum estimation theory,158

and therefore, Eq. (17) represents the lowest bound in the standard
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deviation achievable by any measurement strategy when a classical
frequency comb signal is used.

2. Reaching the HL with a quantum frequency comb
There remains one final strategy that can be used to lower σΔt

further and that is to substitute the classical frequency comb signal
with a quantum frequency comb signal. A quantum frequency comb
with quadrature squeezing of factor r would retrieve a standard
deviation that scales as20

σΔt,TM ∝
exp (−r)

√

n((1/T0)
2
+ ν2

0)
→

1

n
√

(1/T0)
2
+ ν2

0

, (18)

where the right-hand side is reached as r →∞; see Ref. 183 for spe-
cific details on the derivation. Therefore, using a quantum frequency
comb and temporal mode decomposition allows us to reach the HL,
i.e., σΔt ∝ 1/n.

Initial studies by Giovanneti et al.78–81 inspired research into
quantum-enhanced clock synchronization. Recently, a proposal by
Lamine et al.20 discussed a practical pathway toward achieving the
HL using a quantum frequency comb and a balanced homodyne
detection setup. In the proposal by Lamine et al.,20 a quadrature-
squeezed quantum frequency comb is recommended as the signal.
A second classical frequency comb is recommended as the local
oscillator at the remote site. To perform temporal mode decompo-
sition in this setup, balanced homodyne detection is used. Before
balanced homodyne detection takes place, however, the local oscil-
lator first passes through a pulse shaper to modify the signal-
envelope into the shape of the second temporal mode.20,21,151,162 This
“shaped” local oscillator is then mixed with the incoming quan-
tum frequency comb on a beam splitter, which projects the signal
onto the second-order temporal mode. The final output after bal-
anced homodyne detection is a photocurrent with an intensity that
is proportional to Δt. This particular setup is shown in Fig. 10.
In Fig. 9, we show how temporal mode decomposition could be
used to simultaneously measure multiple higher-order temporal
modes.

In Fig. 10, we show a diagram of a free-space experimental setup
for the proposed scheme by Lamine et al.,20 which we have inves-
tigated in our previous studies.22,23 The local quantum frequency
comb is transmitted over free space to the remote site, where the
two frequency combs are mixed on a 50 : 50 beam splitter that is
part of the balanced homodyne detection setup. The balanced homo-
dyne detection setup projects the incoming signal onto the temporal
modes of the remote classical frequency comb and extracts an elec-
trical signal that is proportional to Δt. After several samples are
collected, σΔt will scale as per Eq. (18).

In a laboratory experiment, Wang et al.21 successfully con-
ducted temporal mode decomposition to achieve σΔt,TM as per
Eq. (18) with a 1.5 dB quadrature-squeezed quantum frequency
comb. The setup consisted of a Ti:sapphire-based MLL that gen-
erated (ultra-short) 130 fs duration pulses with ν0 = 0.25 THz and
fr = 75 MHz. The remote classical frequency comb was produced
using the same MLL source. The 1.5 dB of quadrature-squeezing
was achieved using an SPOPO setup,150,158,159 which successfully
reduced the σΔt from 8.9 × 10−23 to 7.5 × 10−23 s. These laboratory
results confirm that temporal mode decomposition can be con-
ducted in practice to yield quantum advantage. To aid in gaining
an intuitive understanding of the result, Fig. 11 shows the differ-
ence between the expected measurement results using a quantum
vs a classical frequency comb as the signal with temporal mode
decomposition. Based on the signal-to-noise ratio, it can be deduced
that the quantum approach would be able to resolve weaker sig-
nal levels and thereby provide precision enhancements for clock
synchronization.

C. Challenges to achieving quantum advantage
in practice

The results by Wang et al.21 have inspired our recent work
on satellite-based quantum-enhanced clock synchronization in
LEO.22,23 Our work has revealed some opportunities as well as
challenges for the temporal mode decomposition method and, in
turn, achieving quantum advantage in practice. Particularly, we

FIG. 10. Potential setup for quantum-enhanced clock synchronization using the scheme proposed by Lamine et al.20 An MLL phase-locked to a local optical clock is
quadrature-squeezed via a second harmonic generator and optical parametric oscillator setup before being transmitted over free-space to a remote site. At the remote site, a
second MLL is temporally shaped to a specific superposition of higher-order temporal mode before mixing with the incoming signal. Balanced homodyne detection produces
an electronic photocurrent that is proportional to the temporal offset, Δt, between local and remote frequency comb pulses (and in turn the difference between the local and
remote clocks).
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FIG. 11. Expected advantage of using a quantum frequency comb relative to a classical frequency comb in clock synchronization over a balanced homodyne detection
setup. Red indicated the classical frequency comb, which has a noise floor at the SQL. Blue indicates the quantum frequency comb that would have a reduced noise floor
proportional to the level of quadrature-squeezing. Hence, the quantum approach shows a pathway to achieving a higher signal-to-noise ratio by reducing the noise floor. It
should be noted that quantum advantage has been experimentally demonstrated by Wang et al.21

have found that that quantum advantage is highly sensitive to
beam diffraction, satellite pointing misalignment, and photodetec-
tion inefficiencies. In addition, differences between the generation
efficiency of classical vs quantum frequency combs impact the level
of n captured in practice and, in turn, the σΔt achievable. The
practical realization of quantum advantage thereby relies on three
important factors: (1) the efficient generation of quantum frequency
combs, (2) the minimal impact of noise and loss during free-space
propagation, and (3) the near-perfect detection of the quantum
frequency comb at the remote site.

Precision beyond the SQL, toward the HL, relies strongly on the
ability to generate useful quantum properties of light. Unfortunately,
current state-of-the-art laboratory methods for generating quantum
frequency combs have low efficiencies—in some state-of-the-art lab-
oratory setups, the overall conversion efficiency is as low as 10%.182

On the other hand, state-of-the-art studies with classical frequency
combs have demonstrated conversion efficiencies reaching 50% and
better.95 Based on this difference alone, for n quantum frequency
comb photons vs n classical frequency comb photons, a >5× reduc-
tion of σΔt would be required at a minimum to justify deploying
the quantum approach. In terms of the equivalent quadrature-
squeezing level, this equates to a requirement of >7 dB of quadrature
squeezing,186 which is near the state of the art. For this reason,
in coming years more research focus is required in improving the
efficiency of generating quadrature-squeezed quantum frequency
combs.

However, we must emphasize that conversion efficiencies are
seldom reported in the literature, and we encourage greater trans-
parency in this regard. The values reported here represent frequency
combs with wavelengths spanning a 12.1 nm bandwidth between
∼1277–1289 nm for the quantum case182 and an 8 nm bandwidth
between ∼1554–1564 nm for the classical case.95 Based on Eq. (18),
quantum frequency combs with wide bandwidth and shorter wave-
lengths (higher ν0) are desired; however, these properties need
to be traded-off with susceptibility to loss over the free-space
channel.

Quadrature-squeezing and quadrature-entanglement proper-
ties are also highly sensitive to photonic loss and noise issues. In
our work,22,23 we found that beam diffraction and satellite point-
ing issues contribute as loss and noise, respectively, to a quantum

frequency comb.22,23 While the noise contributions due to satel-
lite pointing could be controlled by using fine-tracking control
systems for real-time tracking of satellites and ground stations
on-board,184–187 photonic loss over the channel due to beam diffrac-
tion and turbulence is unfortunately irrecoverable. To compensate
for the consequent degradation of quantum properties, we could
use “stronger” quantum properties (i.e., higher squeezing level)
or sophisticated loss compensation techniques85,188 with noiseless
amplification189 and degenerate parametric amplification189–191 at
the remote receiver. These techniques have not yet been studied
in the context of quantum-enhanced clock synchronization and are
open directions of much-needed research.

Finally, the photodetectors (inside the balanced homodyne
detection setup) can also contribute loss and noise to the quan-
tum frequency comb if they have photodetection efficiency less
than 100%.22 Fortunately, state-of-the-art photodetection efficien-
cies, achieved in laboratory settings, have been of order 90% and
greater.85,111 A recent experiment with positive-intrinsic-negative
photodetectors reached 99.5% efficiency and, as a result, could mea-
sure 15 dB of quadrature squeezing of a CW laser with a center
wavelength of 1064 nm.161 In the near future, we expect simi-
lar levels of performance on-board satellites; however, achieving
90% photodetection efficiency on chip-based platforms (with low
SWaP demand) is yet another on-going challenge in the field.192

Recent work on super-conducting nanowire-based balanced homo-
dyne detection setups have demonstrated successful operation, with
77% photodetection efficiency in a low size and weight packag-
ing.193 These super-conducting photodetectors were able to measure
the quadrature variance of a CW laser with center wavelength at
1550 nm. However, it is predicted that the current photodetection
efficiency of 77% would limit the measurement of squeezing to
6.3 dB.193 In addition, super-conducting devices require cryogenics,
which add to the overall SWaP demand. Implementation of balanced
homodyne detection in space is yet another open field of research.

In our recent study, we found that at least 15 dB of quadra-
ture squeezing is required to achieve 2× quantum advantage over
a typical 100 km inter-satellite link that consists of LEO satel-
lites with telescopic apertures of 0.3 m radius (0.6 m diameter)
and photodetectors operating at 90% efficiency.22 Unfortunately,
15 dB quadrature squeezing is at the current state-of-the-art,161
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and even higher squeezing levels would dramatically increase the
SWaP demand of the system. In addition, we found that the satel-
lite pointing angle jitter of both the local and the remote satellites
needs to be within a standard deviation of 1 μrad. If the standard
deviation is above this level, the consequential degradation would
eliminate any quantum advantage. Hence, a significant engineering
effort is required for inter-satellite transfer of quadrature-squeezed
quantum frequency combs. Finally, we found that photonic loss
due to beam diffraction limits the range of the inter-satellite links
to within 300 km. For longer-range inter-satellite links, unfortu-
nately multiple LEO satellites would be needed in a “multi-hop”
configuration.

D. Quadrature-squeezing vs
quadrature-entanglement over free space

Although quadrature squeezing has largely been the focus of
our discussion, quadrature-entanglement could, in principle, be
used instead to yield a squeezed variance, as discussed in Sec. IV A
and shown in Fig. 8. Our study on quadrature squeezing has revealed
certain system characteristics that are required in order to achiev-
ing quantum advantage over inter-satellite links.22 In particular,
quadrature-entanglement provides an alternative quantum prop-
erty that could be exploited to achieve the HL. However, it is
important to note that, in principle, the scaling of σΔt using a
quadrature-entangled quantum frequency comb is the exact same as
quadrature squeezing, as shown by us in a previous study.23 In other
words, the resulting signal-to-noise ratio gain achieved by using
a quadrature-entangled quantum frequency comb would be the
same as a quadrature-squeezed comb of equivalent r. Instead, the
advantage of a quadrature-entanglement is in the greater resilience
this state provides over lossy free-space channels. Particularly,
the quadrature-correlations shared between pairs of quadrature-
entangled quantum frequency comb pulses can be taken advan-
tage of to recover over asymmetrically lossy channels.23 Asymmet-
ric loss is expected over dynamically varying channels, such as
inter-satellite and ground-satellite links, hence in these contexts,
quadrature-entanglement may be a better solution than quadrature
squeezing.

Finally, we mention that no previous experimental studies have
been conducted on the propagation of quantum frequency combs
over turbulent atmospheric channels. Hence, little is known about
the impact of turbulence on quadrature squeezing and quadra-
ture entanglement over these types of free-space channels. In 2014,
Peuntinger et al.194 investigated the transfer of polarization squeez-
ing using a CW laser (not from a quantum frequency comb) over
a 1.6 km free-space channel. Their study found that the polariza-
tion degree of freedom offers some level of resilience against the
turbulence-induced phase and waveform distortions. This insight
may transfer to future experiments with quantum frequency combs.

V. PERSPECTIVE AND OUTLOOK
Both classical and quantum frequency combs can be used

for satellite-based clock synchronization of a network of optical
clocks. MLLs are a highly stable source of classical frequency combs,
and it has already been demonstrated, within laboratory settings,

that state-of-the-art MLL stabilization and noise suppression levels
exceed the requirements to synchronize optical clocks. Furthermore,
recent experiments with MLLs in space have provided valuable
insights into some of the key engineering strategies required to
develop MLLs that can withstand launch acceleration and radia-
tion. In addition, developments in the field of integrated photonics
will enable chip-based MLL generation in the coming years. MLLs
can synchronize distant clocks over a 300 km terrestrial link with
O-TWTFT and achieve an FFI and TDEV near the SQL. On the
other hand, quantum frequency combs, generated by converting
an MLL-based classical frequency comb through a SPOPO, can
also exhibit the superior stabilization and noise suppression per-
formance of MLLs with added quantum properties. By combining
an optimal measurement strategy (e.g., temporal mode decompo-
sition) with a quantum frequency comb signal, the HL can be
approached. Since satellites have strict SWaP restrictions, physically
realizing performance at the HL will enable much-needed resource
efficiencies.

Classical frequency combs are more mature in terms of tech-
nical readiness than quantum frequency combs. In our perspec-
tive, O-TWTFT could be deployed over satellite-ground and inter-
satellite links in the near future. However, future implementations of
the linear optical sampling method should include temporal mode
decomposition for optimal measurement. This step will maximize
the precision achievable by linear optical sampling. Although fur-
ther research is required to better understand the performance of the
temporal mode decomposition method over channels with atmo-
spheric turbulence and Doppler shifts, it is also our perspective
that T2L2 could be improved with temporal mode decomposi-
tion and balanced homodyne detection with “slow” photodetector
sampling rates in the microwave region. There may also be scenar-
ios such as on-board low-powered platforms including CubeSats,
where T2L2 is preferred over O-TWTFT due to less “complex”
hardware.

The key road-block for quantum frequency combs is the
relatively low efficiency with which they can be generated at
present. The generation efficiency needs to be improved to a level
that is comparable with the generation efficiency of classical fre-
quency combs. In addition, we want to encourage more trans-
parency on the conversion efficiency values for various quantum
frequency comb-generation methods proposed in the literature.
A second limitation on quantum frequency combs is the sen-
sitivity to photonic losses and noise. We recommend research
effort toward the development of mitigation strategies at the
receiver (or transmitter) for enabling the free-space propagation of
quadrature-squeezing and quadrature-entanglement over realistic
link distances.

As a final note, we also mention that there are many fields of
research that would benefit from performance near the HL. These
applications include spectroscopy,195–197 chemistry,198 gravitational
wave detection,199,200 communications,201 ranging,15 and angle esti-
mation.202 As an illustrative example we mention that, in a recent
experiment, a classical frequency comb was used to estimate range
down to an uncertainty in distance of 10 nm using only 10 nW of
received power and over a τ = 40 μs window.15 Had a quantum fre-
quency comb been used instead, the uncertainty in distance could
have been as low as 4 pm (i.e., 4 orders of magnitude smaller) for the
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same received power level and τ.203 Although, this quantum advan-
tage would be in the most ideal case with infinite squeezing, any
finite levels of squeezing can produce orders of magnitude enhance-
ments, providing between 1 and 4 orders of magnitudes overall.
Similar gains could also be expected in future space-borne gravi-
tational wave detectors, where a reduction in the laser phase noise
below the SQL during arm locking could substantially improve the
sensitivity of the apparatus.200

VI. CONCLUSION
In this perspective on the field of satellite-based synchro-

nization, we have reviewed the current state-of-the-art in timing
and synchronization, emphasizing the need for an optical-frequency
based approach. Furthermore, we have outlined the performance
characteristics of various optical schemes based on recent experi-
ments conducted over terrestrial links, highlighting the key advan-
tages offered by a frequency-comb based scheme.

We have described how the classical frequency comb is robust,
highly stable, and a high-precision solution with certain SWaP
advantages over other classical methods. Recent experiments with
classical frequency combs have shown successful operation over
turbulent channels, while satellite-based experiments have sus-
tained mode-locking capabilities in space over year-long missions.
Although inter-satellite, ground-to-satellite, and satellite-to-ground
tests are yet to be conducted, the current state-of-the-art shows
promise for successful operation in these settings as well. How-
ever, new challenges do lie ahead, including overcoming the effect
of Doppler shifts during satellite motion.

We have also described how a quantum frequency comb has
the potential to provide precision-to-resource advantages that go
beyond the capabilities of a classical frequency comb. In resource-
constrained environments, such as satellite networks, we have out-
lined how the quantum approach would, in principle, be a better
solution than the equivalent classical approach due to the ability to
reach the HL during clock synchronization. However, some limit-
ing factors exist with regard to practical implementations, includ-
ing the generation efficiency and the fragility of squeezing and
entanglement over free space.

There are many open questions in relation to the use of classical
and quantum frequency combs for satellite-based clock synchro-
nization. In terms of technological readiness, we have discussed
how classical frequency combs have reached higher maturity and, as
such, future research efforts on their use should focus on reducing
the SWaP footprint and conducting experiments over satellite-based
links on the path to commercialization. With regard to quan-
tum frequency combs, we have highlighted that higher-efficiency
generation of quantum states is a key road-block at present to fur-
ther progress and that better understanding of the mechanisms
for overcoming the effects of loss and noise over free-space links
are required.
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berg limit in quantum-enhanced metrology,” Nat. Commun. 3, 1063 (2012);
arXiv:1201.3940.
83M. Napolitano, M. Koschorreck, B. Dubost, N. Behbood, R. J. Sewell, and M.
W. Mitchell, “Interaction-based quantum metrology showing scaling beyond the
Heisenberg limit,” Nature 471, 486–489 (2011); arXiv:1012.5787.
84M. Zwierz, C. A. Pérez-Delgado, and P. Kok, “Ultimate limits to quantum
metrology and the meaning of the Heisenberg limit,” Phys. Rev. A 85, 042112
(2012); arXiv:1201.2225.
85S. Zhou, M. Zhang, J. Preskill, and L. Jiang, “Achieving the Heisenberg limit in
quantum metrology using quantum error correction,” Nat. Commun. 9, 78 (2018);
arXiv:1706.02445.
86M. Napolitano, M. Koschorreck, B. Dubost, N. Behbood, R. Sewell, and M.
Mitchell, “Quantum optics and the ‘Heisenberg limit’ of measurement,” Opt.
Photonics News 22, 40 (2011).
87S. A. Diddams, “The evolving optical frequency comb [Invited],” J. Opt. Soc.
Am. B 27, B51 (2010).
88H. Haus, “Mode-locking of lasers,” IEEE J. Sel. Top. Quantum Electron. 6,
1173–1185 (2000).
89S. T. Cundiff, J. Ye, and J. L. Hall, “Optical frequency synthesis based on mode-
locked lasers,” Rev. Sci. Instrum. 72, 3749–3771 (2001).
90S. T. Cundiff and J. Ye, “Colloquium: Femtosecond optical frequency combs,”
Rev. Mod. Phys. 75, 325–342 (2003).
91J. Jin, “Dimensional metrology using the optical comb of a mode-locked laser,”
Meas. Sci. Technol. 27, 022001 (2016).
92J. Ma, Z. Qin, G. Xie, L. Qian, and D. Tang, “Review of mid-infrared mode-
locked laser sources in the 2.0 μm–3.5 μm spectral region,” Appl. Phys. Rev. 6,
021317 (2019).
93T. Fortier and E. Baumann, “20 years of developments in optical fre-
quency comb technology and applications,” Commun. Phys. 2, 153 (2019);
arXiv:1909.05384.
94S. A. Diddams, K. Vahala, and T. Udem, “Optical frequency combs: Coherently
uniting the electromagnetic spectrum,” Science 369, eaay3676 (2020).
95L. Chang, S. Liu, and J. E. Bowers, “Integrated optical frequency comb
technologies,” Nat. Photonics 16, 95–108 (2022).
96I. Ricciardi, S. Mosca, M. Parisi, F. Leo, T. Hansson, M. Erkintalo, P.
Maddaloni, P. De Natale, S. Wabnitz, and M. De Rosa, “Optical frequency
combs in quadratically nonlinear resonators,” Micromachines 11, 230 (2020);
arXiv:2004.04714.

APL Photon. 9, 100903 (2024); doi: 10.1063/5.0220546 9, 100903-19

© Author(s) 2024

https://pubs.aip.org/aip/app
https://doi.org/10.1038/s41586-018-0738-2
https://doi.org/10.1038/nphoton.2016.235
https://doi.org/10.1109/tuffc.2018.2808269
https://doi.org/10.1109/tuffc.2018.2808269
https://doi.org/10.1038/s41586-021-03571-7
https://doi.org/10.2514/1.a35334
https://doi.org/10.1140/epjst/e2009-01041-7
https://doi.org/10.1088/1361-6382/aaa279
https://arxiv.org/abs/1709.06491
https://doi.org/10.1117/12.2689976
https://doi.org/10.1038/s41467-018-05219-z
https://doi.org/10.1109/5.84975
https://doi.org/10.1088/0026-1394/30/3/006
https://doi.org/10.1088/0026-1394/51/3/253
https://arxiv.org/abs/1403.3193
https://doi.org/10.1088/1367-2630/17/8/083044
https://doi.org/10.1364/OL.39.004072
https://doi.org/10.1364/OL.39.004072
https://arxiv.org/abs/1403.6285
https://doi.org/10.1016/j.crhy.2015.02.006
https://doi.org/10.1088/1742-6596/723/1/012038
https://doi.org/10.1103/physrevlett.128.020801
https://arxiv.org/abs/2103.12909
https://doi.org/10.1364/optica.413114
https://doi.org/10.1142/s0218271808012681
https://doi.org/10.1109/tuffc.2018.2804221
https://doi.org/10.1103/physreva.93.033860
https://doi.org/10.1103/physreva.93.033860
https://doi.org/10.1088/0026-1394/45/6/S22
https://doi.org/10.1364/oe.25.015676
https://doi.org/10.1103/physreva.99.023855
https://arxiv.org/abs/1811.10989
https://doi.org/10.1038/35086525
https://arxiv.org/abs/quant-ph/0103006
https://doi.org/10.1103/physreva.65.022309
https://arxiv.org/abs/quant-ph/0107140
https://doi.org/10.1126/science.1104149
https://doi.org/10.1038/nphoton.2011.35
https://arxiv.org/abs/1102.2318
https://doi.org/10.1038/ncomms2067
https://arxiv.org/abs/1201.3940
https://doi.org/10.1038/nature09778
https://arxiv.org/abs/1012.5787
https://doi.org/10.1103/physreva.85.042112
https://arxiv.org/abs/1201.2225
https://doi.org/10.1038/s41467-017-02510-3
https://arxiv.org/abs/1706.02445
https://doi.org/10.1364/opn.22.12.000040
https://doi.org/10.1364/opn.22.12.000040
https://doi.org/10.1364/josab.27.000b51
https://doi.org/10.1364/josab.27.000b51
https://doi.org/10.1109/2944.902165
https://doi.org/10.1063/1.1400144
https://doi.org/10.1103/revmodphys.75.325
https://doi.org/10.1088/0957-0233/27/2/022001
https://doi.org/10.1063/1.5037274
https://doi.org/10.1038/s42005-019-0249-y
https://arxiv.org/abs/1909.05384
https://doi.org/10.1126/science.aay3676
https://doi.org/10.1038/s41566-021-00945-1
https://doi.org/10.3390/mi11020230
https://arxiv.org/abs/2004.04714


APL Photonics PERSPECTIVE pubs.aip.org/aip/app

97A. Kovach, D. Chen, J. He, H. Choi, A. H. Dogan, M. Ghasemkhani, H.
Taheri, and A. M. Armani, “Emerging material systems for integrated optical Kerr
frequency combs,” Adv. Opt. Photonics 12, 135–222 (2020).
98W. Wang, L. Wang, and W. Zhang, “Advances in soliton microcomb
generation,” Adv. Photonics 2, 034001 (2020).
99H. Hu and L. K. Oxenløwe, “Chip-based optical frequency combs for
high-capacity optical communications,” Nanophotonics 10, 1367–1385 (2021).
100P. W. Smith, “Mode-locking of lasers,” Proc. IEEE 58, 1342–1357 (1970).
101P. W. Smith, M. A. Duguay, and E. P. Ippen, “Mode-locking of lasers,” Prog.
Quantum Electron. 3, 107–229 (1974).
102J. L. Hall, “Nobel lecture: Defining and measuring optical frequencies,” Rev.
Mod. Phys. 78, 1279–1295 (2006).
103S. Cundiff, T. Fortier, J. Ye, and J. Hall, “Carrier-envelope phase stabiliza-
tion of femtosecond modelocked lasers and direct optical frequency synthesis,” in
Technical Digest. Summaries of papers presented at the Conference on Lasers and
Electro-Optics. Postconference Technical Digest (IEEE Cat. No.01CH37170) (IEEE,
2001), Vol. 288, pp. 635–639.
104C. Dorrer, D. Kilper, H. Stuart, G. Raybon, and M. Raymer, “Linear optical
sampling,” IEEE Photonics Technol. Lett. 15, 1746–1748 (2003).
105J. Kim and Y. Song, “Ultralow-noise mode-locked fiber lasers and frequency
combs: Principles, status, and applications,” Adv. Opt. Photonics 8, 465–540
(2016).
106H. Tian, Y. Song, and M. Hu, “Noise measurement and reduction in mode-
locked lasers: Fundamentals for low-noise optical frequency combs,” Appl. Sci.
11, 7650 (2021).
107H. Tian, W. Yang, D. Kwon, R. Li, Y. Zhao, J. Kim, Y. Song, and M. Hu,
“Optical frequency comb noise spectra analysis using an asymmetric fiber delay
line interferometer,” Opt. Express 28, 9232–9243 (2020).
108R. Herda and O. G. Okhotnikov, “Effect of amplified spontaneous emission
and absorber mirror recovery time on the dynamics of mode-locked fiber lasers,”
Appl. Phys. Lett. 86, 011113 (2005).
109R. Liao, C. Mei, Y. Song, A. Demircan, and G. Steinmeyer, “Spontaneous emis-
sion noise in mode-locked lasers and frequency combs,” Phys. Rev. A 102, 013506
(2020).
110J. Mulet and J. Mork, “Analysis of timing jitter in external-cavity mode-locked
semiconductor lasers,” IEEE J. Quantum Electron. 42, 249–256 (2006).
111Y. Wang, H. Tian, D. Hou, F. Meng, Y. Ma, H. Xu, F. X. Kärtner, Y. Song, and
Z. Zhang, “Timing jitter reduction through relative intensity noise suppression
in high-repetition-rate mode-locked fiber lasers,” Opt. Express 27, 11273–11280
(2019).
112H. Bao, Y. J. Wen, and H.-F. Liu, “Impact of saturable absorption on perfor-
mance of optical clock recovery using a mode-locked multisection semiconductor
laser,” IEEE J. Quantum Electron. 40, 1177–1185 (2004).
113Y. Mao, Z. Lu, J. Liu, P. J. Poole, and G. Liu, “Pulse timing jitter estimated
from optical phase noise in mode-locked semiconductor quantum dash lasers,”
J. Lightwave Technol. 38, 4787–4793 (2020).
114Y. Song, C. Kim, K. Jung, H. Kim, and J. Kim, “Timing jitter optimization
of mode-locked Yb-fiber lasers toward the attosecond regime,” Opt. Express 19,
14518 (2011); arXiv:1106.0451.
115D. Li, A. Benedick, U. Demirbas, A. Sennaroglu, J. G. Fujimoto, and F. X. Kärt-
ner, “Attosecond timing jitter pulse trains from semiconductor saturable absorber
mode-locked Cr:LiSAF lasers,” in 2012 Conference on Lasers and Electro-Optics
(CLEO) (IEEE, 2012), Vol. 20, pp. 14518–14525.
116D. Hou, C.-C. Lee, Z. Yang, and T. R. Schibli, “Timing jitter characterization of
mode-locked lasers with <1 zs/

√
Hz resolution using a simple optical heterodyne

technique,” Opt. Lett. 40, 2985 (2015).
117T. C. Briles, D. C. Yost, A. Cingöz, J. Ye, and T. R. Schibli, “Simple
piezoelectric-actuated mirror with 180 kHz servo bandwidth,” Opt. Express 18,
9739–9746 (2010).
118D. von der Linde, “Characterization of the noise in continuously operating
mode-locked lasers,” Appl. Phys. B 39, 201–217 (1986).
119F. Haberl, M. Ober, M. Hofer, M. Fermann, E. Wintner, and A. Schmidt, “Low-
noise operation modes of a passively mode-locked fiber laser,” IEEE Photonics
Technol. Lett. 3, 1071–1073 (1991).
120H. Haus and A. Mecozzi, “Noise of mode-locked lasers,” IEEE J. Quantum
Electron. 29, 983–996 (1993).

121S. Namiki and H. Haus, “Noise of the stretched pulse fiber laser. I. Theory,”
IEEE J. Quantum Electron. 33, 649–659 (1997).
122R. Paschotta, “Noise of mode-locked lasers (Part II): Timing jitter and other
fluctuations,” Appl. Phys. B 79, 163–173 (2004).
123Y. Ma, B. Xu, H. Ishii, F. Meng, Y. Nakajima, I. Matsushima, T. R. Schibli, Z.
Zhang, and K. Minoshima, “Low-noise 750 MHz spaced ytterbium fiber frequency
combs,” Opt. Lett. 43, 4136 (2018).
124Z. Deng, Y. Liu, Z. Zhu, D. Luo, C. Gu, L. Zhou, G. Xie, and W. Li,
“Ultra-precise optical phase-locking approach for ultralow noise frequency comb
generation,” Opt Laser. Technol. 138, 106906 (2021).
125M. Endo, T. D. Shoji, and T. R. Schibli, “Ultralow noise optical frequency
combs,” IEEE J. Sel. Top. Quantum Electron. 24, 1–13 (2018).
126D. Thomson, A. Zilkie, J. E. Bowers, T. Komljenovic, G. T. Reed, L. Vivien, D.
Marris-Morini, E. Cassan, L. Virot, J. M. Fédéli, J. M. Hartmann, J. H. Schmid, D.
X. Xu, F. Boeuf, P. O’Brien, G. Z. Mashanovich, and M. Nedeljkovic, “Roadmap
on silicon photonics,” J. Opt. 18, 073003 (2016).
127D. R. Carlson, D. D. Hickstein, A. Lind, J. B. Olson, R. W. Fox, R. C. Brown,
A. D. Ludlow, Q. Li, D. Westly, H. Leopardi, T. M. Fortier, K. Srinivasan, S. A.
Diddams, and S. B. Papp, “Photonic-chip supercontinuum with tailored spectra
for counting optical frequencies,” Phys. Rev. Appl. 8, 014027 (2017).
128M. Jankowski, C. Langrock, B. Desiatov, A. Marandi, C. Wang, M. Zhang,
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