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ABSTRACT
With the demonstration of quantum-limited optical time transfer capable of tolerating the losses associated with long ground-to-space links,
two future applications of free-space time transfer have emerged: intercontinental clock comparisons for time dissemination and coherence
transfer for future distributed sensing in the mm-wave region. In this paper, we estimated the projected performance of these two applications
using quantum-limited optical time transfer and assuming existing low-size, low-weight, and low-power hardware. In both cases, we limit the
discussion to the simplest case of a single geosynchronous satellite linked to either one or two ground stations. One important consideration
for such future space-based operations is the choice of reference oscillator onboard the satellite. We find that with a modestly performing
optical reference oscillator and low-power fiber-based frequency combs, quantum-limited time transfer could support intercontinental clock
comparisons through a common-view node in geostationary orbit with a modified Allan deviation at the 10−16 level at 10-s averaging time,
limited primarily by residual turbulence piston noise. In the second application of coherence transfer from ground-to-geosynchronous orbit,
we find the system should support high short-term coherence with ∼10 millirad phase noise on a 300 GHz carrier at essentially unlimited
integration times.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0170107

I. INTRODUCTION

Free-space optical time transfer is a technique to disseminate
time at the femtosecond level using the coherent exchange of fre-
quency comb pulse trains and, historically, linear-optical sampling
to measure the timing.1 This technique has a demonstrated range of
4–14 km with low power combs2–5 and out to 113 km with high-
power combs.6 In addition, it is compatible with time-frequency
transfer to moving platforms7,8 as well as three-node geometries.5
Finally, several papers have identified and analyzed the multiple
noise sources that will be present in ground-to-space optical time

transfer, including atmospheric anisoplanatism due to transverse
satellite motion,9–12 atmospheric refraction,13 and residual timing
jitter due to the progression of turbulence during the finite time-
of-flight from ground to space.14 However, this previous technique
based on linear optical sampling used frequency combs with off-
set repetition frequencies and required a received power of a few
nanowatts, which effectively precluded its use over the very long
links from ground to geosynchronous (GEO) orbit because of the
required size/weight and power (SWaP) of any future space-based
node. Recently, in contrast, we demonstrated a different comb-
based optical time transfer technique that can operate very near the
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quantum limit with received powers 10 000× lower than the previ-
ous method.15 This quantum-limited optical time transfer enables
operation over the high link losses associated with ground-to-GEO
optical links at relatively low launch powers and telescope apertures.
In particular, with this new approach, optical time transfer can be
accomplished over link losses in excess of 100 dB with only 4 mW
of comb power and a modest 10-cm telescope aperture. With this
advance in mind, we can consider future missions that exploit space-
based optical time transfer at achievable SWaP levels and, therefore,
cost.

In a general sense, this quantum-limited optical time trans-
fer can support two different “classes” of problems: (1) abso-
lute time/frequency comparisons between optical atomic clocks,
e.g., for redefinition of the second, fundamental physics tests, etc.
[Figs. 1(a) and 1(b)], and (2) synchronization of a network of
oscillators for distributed coherent sensing, e.g., generating coher-
ent microwaves for a space-based very long baseline interferometry
(VLBI) node16 [Figs. 1(c) and 1(d)]. With these problems in mind,
this paper evaluates the expected noise and performance in two
specific scenarios: intercontinental time transfer via a geostationary

satellite and coherence transfer from ground to geosynchronous
orbit for distributed sensing. We focus on these two applications
since they represent the first steps toward much broader timing
networks. Furthermore, each does not require the additional devel-
opment of a state-of-the-art space-based optical atomic clock but
can rely on a simpler reference oscillator for the space-based seg-
ment, along with other technologies at relatively high technological
readiness levels (TRLs), including fiber frequency combs and optical
time transfer. Since quantum-limited optical time transfer has not
yet been demonstrated at high radial velocities, we do not yet con-
sider satellites in low-earth-orbit (LEO) or mid-earth-orbit (MEO),
which will have extremely high radial velocities with respect to a
ground station. Only future work will establish if the same time
transfer performance is achievable at these high radial velocities, in
which case the performance analyses conducted here would carry
over.

To ultimately estimate the expected performance of optical
time transfer for both intercontinental time transfer via satellite
and coherence transfer, this paper is organized as follows: First, in
Sec. II, we discuss the choice of a space-based reference oscillator,

FIG. 1. (a) Intercontinental time comparison between two ground-based optical clocks at sites A and B via common view two-way transfer to a geostationary satellite, labeled
X . (b) In the three-node configuration, site X has only a reference oscillator, such as a cavity stabilized laser, while sites A and B have full optical atomic clocks for comparison.
At site X , the time transfer combs are locked to the cavity stabilized laser light, while on the ground, the combs are locked to the atom-steered light from the optical clocks. A
more detailed schematic is shown in Fig. 5. (c) Coherence transfer between a ground site A and a geosynchronous site X with the two sites generating coherent microwaves.
The choice of geosynchronous orbit for this application mirrors current proposals for space-based VLBI nodes16 and assumes the challenges of increased radial velocity and
satellite tracking by the ground station are solvable within the relaxed application requirements compared to intercontinental time transfer. (d) Coherence transfer combines
optical frequency division (OFD) to generate low phase noise microwaves at short timescales (<1 s) with optical time transfer (OTT) to track and remove phase offsets at
longer timescales (>1 s), either through real-time feedback or in post-processing.
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as this is a key system design choice that is common to both
use cases. Motivated by TRL levels as discussed above, we restrict
any high-performance optical atomic clocks with 10−18 level sta-
bilities to ground sites; this scenario is considered more viable in
the short term, while low-SWaP clocks are being developed. How-
ever, we do consider cavity-stabilized lasers, which have flown in
space17 and recently undergone significant SWaP reductions,18 and
quartz oscillators such as those in Refs. 19 and 20. We evaluate
the noise characteristics of potential oscillators in the context of
expected holdover periods from turbulence scintillation or process-
ing delays. Based on the analysis given below, we find that both
applications require the use of a relatively modest cavity-stabilized
laser, as opposed to a quartz oscillator. In Sec. III, we describe the
noise sources of free-space optical time transfer and provide their
spectral models. Finally, in Sec. IV, we detail how these noise sources
will manifest in the two use cases and present relevant expected per-
formance metrics. For the intercontinental clock comparison case,
we show it would be possible to compare state-of-the-art optical
clocks without penalty other than the unavoidable intermittency due
to clouds [e.g., Fig. 5(d)]. For the coherence transfer, we show 10
mrad integrated phase noise between 300 GHz microwaves gener-
ated on earth and in space by optical frequency division. At 1 THz,
the integrated phase noise would remain below 100 mrad.

For both applications, we consider only the quantum-limited
comb-based time transfer approach15 rather than frequency trans-
fer approaches based on a continuous-wave laser link21,22 or other
comb-based techniques with higher received power requirements.23

The choice of a phase (time) measurement instead of a frequency
measurement is deliberate and enables the greatest functionality
possible. For a continuous phase measurement, the sensitivity of
the measurement increases with time, at least for white phase noise.
Should we then desire a measure of the frequency over a given
integration time, we simply take the derivative of the phase measure-
ments, which can be done without introducing excess noise. This is
analogous to the advantage of tracking the location of a vehicle by
directly measuring its position rather than attempting to integrate
the velocity. In addition, because the measured phase is a wrapped
(modulo) quantity, we can effectively count the integer cycles to get
the integer added level rather than attempting to measure a single
quantity that is continuously increasing.

Appendices outline the math used to convert the spectral
noise models to the relevant performance metrics (timing uncer-
tainties, Allan deviations, and timing deviations) through either
Kalman filter-based analysis or via the well-established phase-noise
framework used in Refs. 24 and 25.

Note that we do not focus here on the relativistic effects of time
dilation at the geostationary orbit since these are calculable and can
be accounted for in post-processing. We recognize, however, that
relativistic considerations such as those outlined in Ref. 26 would
clearly be important in future satellite-to-satellite time transfer and
for future experiments involving space-borne optical atomic clocks.

II. IMPACT OF SPACE-BASED REFERENCE
OSCILLATOR CHOICE
A. Introduction

We will discuss the choice of reference oscillator in the context
of the intercontinental time transfer sketched in Fig. 5, but many

of the same considerations apply to the coherent transfer system as
discussed at the end of this section. At the most basic level, the opti-
cal two-way time transfer between site A and the satellite, labeled
site X, returns the time difference τAX between the ground clock and
the space-based timescale, set by its reference oscillator. Similarly,
the optical time transfer between site B and the satellite returns the
analogous time difference, τBX . In the limit of continuous, noiseless,
instantaneous, and simultaneously measured time differences, we
can construct the time difference between the clocks at sites A and
B as τAB = τAX − τBX , where the timing of the reference oscillator
drops out entirely, in which case almost any reference oscillator will
suffice. (Hence, the advantage of common-view time transfer.) How-
ever, in reality, there will be fixed and/or varying time delays between
the two measurements, τAX and τBX . These delays may be on the
order of milliseconds due to turbulence driven scintillation and sig-
nal processing delays, including electronic and optical path length
drifts, or on the order of minutes to hours due to clouds [Fig. 4(b)]. A
sufficiently high-quality reference oscillator can “holdover” the tim-
ing between asynchronous measurements. A more complete analysis
is provided later in this section and Appendix C, but we can assume
the quantity τAX is evaluated at time t and τBX is effectively eval-
uated at some later time t + th, where th is the holdover time. The
difference between these measurements has an error term added to
the desired A-to-B clock time, τAB, that depends on the reference
oscillator,

τAX(t) − τBX(t + th) = τAB(t) − δτX(th), (1)

where δτX(th) is the residual time wander of the reference oscillator
over the holdover time th due to its stationary phase/frequency noise.
Its derivative gives the residual noise of any frequency comparison.

The choice of the reference oscillator then represents a trade
between this time wander and the size, weight, and power (SWaP)
of the reference oscillator. As discussed above, we will limit our

FIG. 2. Fractional frequency instability (MDEV) for the three example reference
oscillators used in the analysis. These modified Allan deviations are calculated
directly from the frequency noise power spectral density values given in Table I.
Those values, in turn, are estimated based on available phase noise or Allan devi-
ation values provided for Quartz in Ref. 19; the cavity-stabilized laser of ∼8 cm in
length in Refs. 27 and 28; and the miniaturized, 6 mm-long cavity-stabilized lasers
in Ref. 18. The state-of-the-art optical atomic clock is based on an ADEV scaling of
3.1 × 10−16/√τ with a flicker floor of 5 × 10−19, which is scaled to MDEV for this
figure. These instabilities are intended to be representative of these technologies
rather than specific systems.20
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TABLE I. Fractional frequency noise power spectral density coefficients for the representative reference oscillator technologies shown in Fig. 2. The fractional frequency noise
power spectral density model is given by Sy = h−2 f−2 + h−1 f−1 + h0 + h1 f + h2 f 2, with units of 1/Hz, where f is the Fourier frequency. Additional terms are also indicated
where appropriate. All values here are intended to be representative of these technologies in general, rather than any specific implementation. In all three categories, advanced
designs can certainly decrease the noise coefficients, but this advance should be balanced by tradeoffs in robustness and SWaP for space-based operation.

Random walk Flicker White Flicker White

Oscillator
frequency
noise, h−2

frequency
noise, h−1

frequency
noise, h0

phase
noise, h1

phase noise,
h2

Additional
Sy terms

RF (quartz) fc = 100 MHz 1.5× 10−25 6 × 10−24
⋅ ⋅ ⋅ 4 × 10−29

⋅ ⋅ ⋅ ⋅ ⋅ ⋅

Miniaturized cavity-stabilized laser fc = 200 THz 1× 10−28 5 × 10−28
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 5 × 10−40

⋅ ⋅ ⋅

Cavity-stabilized laser fc = 280 THz 8× 10−33 1 × 10−30 8 × 10−32
⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 1 × 10−41 f −4

consideration to technologies that have flown into space or could
in the near future. Choices include. RF/microwave oscillators (e.g.,
quartz or dielectric resonator oscillators), optically based oscilla-
tors/clocks such as cavity-stabilized lasers,17,18,27,29,30 iodine clocks,31

or two-photon Rubidium clocks,32,33 all of which are under devel-
opment for space-based operation. Figure 2 and the corresponding
Table I give performance metrics for the quartz oscillator and two
cavity stabilized lasers chosen here as representative examples. The
phase noise of the quartz oscillator is well established, and we use
the typical values of a commercially available oven controlled crys-
tal oscillator (OCXO).19 For the larger cavity-stabilized laser, we
have selected parameters that follow the performance of the cavity-
stabilized laser flown on the GRACE-FO mission.17,27,28 Certainly,
even higher performance cavity-stabilized lasers have been devel-
oped for the laboratory. Although not included here, we note that the
iodine clock intended to fly on the COMPASSO mission31,34 closely
follows the performance of the cavity-stabilized laser in Ref. 27 and
represents the state-of-the-art for an atom-based clock that uses nei-
ther an optical cavity nor laser cooling. We also include the relatively
modest parameters of a miniaturized cavity-stabilized laser,18 which
represent the trade-off in performance for SWaP in the case of a
cavity-stabilized laser.

B. Origin of holdover time
Before evaluating the residual time wander in Eq. (1), we

explore the origin of the holdover time, th, in the context of a
ground-to-space coherent optical link. Here, we are broadly defin-
ing holdover time as a period of delay or interruption between active
time transfer measurements during which the reference oscillator
will drift in frequency and phase. Generally, the effective holdover
time can arise from different effects, each with different charac-
teristic durations. First, turbulence-induced scintillations can cause
intermittent signal fades on either link. Their frequency and dura-
tion are reduced by increasing the comb output power or telescope
aperture, but the power-aperture product is a very strong driver of
overall mission cost. Reference 15 provided statistics on signal fades
near the threshold at strong turbulence levels across a 300-km hori-
zontal link, likely worse than a link to geostationary orbits. The fades
are generally of a millisecond or shorter duration, although they can
extend beyond 10 ms. The optical time transfer processing incorpo-
rates Kalman filter-based prediction algorithms to “ride over” these
short fades and thereby output a continuous measure of the clock
time difference τA(B)X(t). However, the prediction error of this filter

sill yields the added noise term δτX(th), where the effective holdover
time is just the fade duration on a single link.

Processing delays represent a second possible contribution to
the effective holdover. The processing delay will be related to the
coherent signal integration time, the communication rate of various
timing signals, and asynchronous operation between the two links.
In the current system, it is on the order of milliseconds or less, and
presumably, a similar value is achievable with the appropriate design
of the space-based instrument onboard the geostationary satellite.

Figure 5 assumes that the geostationary satellite includes two
free-space optical (FSO) terminals, one dedicated to each link. One
could also consider the time-multiplexed use of a single free-space
optical terminal, in which case the holdover time would be 10s of
seconds at a minimum to cover the physical link acquisition, re-
acquisition of the incoming comb signals by the tracking comb, and
initiation of the optical two-way time transfer protocol. Similarly,
shared use of the FSO terminals with other applications, such as
a high-speed data link or time-transfer downlinks, would lead to
minutes-to-hours of potential holdover time.

Finally, cloud cover can have a significant impact on optical
ground to satellite links through scattering and attenuation. For an
intercontinental clock comparison using optical links between two
ground stations and a geostationary satellite, cloud cover at either
ground station will interrupt the comparison. To estimate the dura-
tion and frequency of the cloud-induced interruptions for a clock
comparison, we consider time transfer between Boulder, CO, and
Europe. (A similar analysis could be conducted, for example, from
Boulder, CO, to Tokyo, Japan.) In Europe, the clock comparison
fiber network between Braunschweig (PTB), Paris (SYRTE), and
London (NPL)35 allows the use of one of multiple ground stations
to increase the chances of having a clear line of sight to the satellite.

Figure 3 shows an example of a clear sky mask for a 48-h period
in 2022 at a 15-min time resolution, as well as the weekly percentage
of clear skies for 2022 for Boulder, Paris, London, and Braunschweig.
For 34% of the time, the sky was clear in Boulder and either Paris,
London, or Braunschweig. These mutually clear periods were on
average 2 h in length, and the maximum duration was 2 days. During
the remaining 66% of the time, one would expect link interruptions
due to cloud cover. These interruptions were, on average, 4 h and,
maximally, 3 days long.

C. Magnitude of δτX (t h )
With these very different holdover times in mind, we now eval-

uate δτX(th) as a function of holdover time with a Kalman-filter
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FIG. 3. Clear sky cover. (a) Example clear sky mask for a 48-h period in 2022 at 15-min resolution. The top plot shows combined periods with a clear sky for both NIST
in Boulder and either PTB in Braunschweig, SYRTE in Paris, or NPL in London. The lower plots show the clear sky mask for each location individually. The clear sky data
are from EUMETSAT Meteosat SEVIRI36 for Braunschweig, Paris, and London, and from NOAA GOES ABI for Boulder.37 (b) Weekly clear sky percentages in 2022 for the
combined mask as well as individual ground stations.

based predictor. The Kalman-filter approach has two benefits. First,
it mirrors the real-time processing that would occur on board the
satellite to deal with such signal dropouts. Second, the Kalman filter
provides the optimum predictor and quantified uncertainty, which
is exactly δτX(th) in this case. However, to connect with parameters
typically used by the time-frequency community to characterize
time-frequency transfer, we also evaluate the effect of the holdover

time in terms of the contribution to the modified Allan deviation
(MDEV),

The Kalman filter analysis is described in detail in Appendix A
and is generally applicable to any reference oscillator. Appendix B
also provides the basis for the MDEV analysis. The results of the
Kalman-filter analysis for δτX(th) for the three specific oscillators in
Table I are shown in Fig. 4(a). In general, the time wander increases

FIG. 4. (a) Time uncertainty, δτX(th), as a function of holdover time, th, for the three reference oscillator options of quartz OCXO (red), a low-SWaP cavity stabilized laser
(CSL) (blue), and a larger cavity stabilized laser (yellow). In addition, the time-of-flight uncertainty due to turbulence phase noise (black) and δτX(th)for a state-of-the-art
laboratory-based optical atomic clock (gray)38 are also shown. Finally, a nominal target 1-sigma, 10 fs uncertainty is shown as a red dashed line. (b) Histograms of turbulent-
induced signal loss due to scintillation and cloud cover for the Boulder to Europe (Braunschweig, London, or Paris) link. Scintillation data are from Ref. 15 using a 4-h dataset
with the same 270 fW threshold assumed for the ground-to-GEO model. (c) Fractional frequency instability (MDEV) of the differential oscillator noise for the three reference
oscillators (and a state-of-the-art optical clock) as a function of holdover time. A nominal target MDEV of 3 × 10−17 at 10 s is shown as a red dashed line.
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as
√

th initially for white frequency noise and then increases as th
for flicker and random walk frequency noise. Figure 4(c) shows
the residual MDEV for different delays (holdover times) for each
oscillator.

D. Space-based reference oscillator choice
Finally, we can make a selection of the space-based reference

oscillator. For the case of intercontinental time transfer, to keep
pace with the performance of state-of-the-art optical clocks,39–41 we
assume future optical clocks at both nodes with MDEV white fre-
quency noise scaling of 1 × 10−16

/
√

τ and a flicker floor of 5 × 10−19.
Thus, we set a target goal of limiting the time wander to less than
10 fs and the MDEV to below 3 × 10−17 at 10-s averaging time. With
those goals in mind, it is clear that an effective holdover time of
th < 100 ms is tolerable if the space-based reference oscillator is a
larger cavity-stabilized laser. Even if the low-SWaP cavity-stabilized
laser is used, an effective hold-over time of <2 ms is tolerable. How-
ever, for a quartz oscillator, we would need th < 100 μs. Given that
a cavity-stabilized laser has flown,17 in the absence of severe SWaP
restrictions, it is the obvious choice to enable intercontinental time
transfer. Based on the typical turbulence-induced fade frequency in
Fig. 4(b), we note that for ∼2% of the time, these fades will exceed
the tolerable maximum holdover time of ∼2 ms for the lower SWaP
cavity-stabilized laser. Since this slight penalty in uptime allows for a
significant reduction in system SWaP, we present the projected per-
formance of intercontinental time transfer in Sec. IV A using this
miniaturized cavity-stabilized laser.

For the case of the coherent network, we consider the slightly
relaxed target goals of 100 fs wander and an MDEV to be below
3 × 10−15 at 10-s averaging time. We note here that again, the obvi-
ous choice of a reference oscillator is a cavity-stabilized laser, but
that here the performance of the much lower SWaP miniaturized
cavity-stabilized laser is sufficient for an effective holdover time of
th < 300 ms. With this tolerable holdover time, we again con-
sider just the miniaturized cavity-stabilized laser for the analysis
of the coherence transfer performance in Sec. IV B. This appli-
cation presents an interesting trade-off in size/weight and power
in terms of the optical frequency division (OFD) and optical time
transfer (OTT) systems. For example, a larger state-of-the-art opti-
cal cavity-stabilized laser system could provide very low phase-
noise microwaves on its own, but the addition of OTT drops the
performance requirements and, therefore, the SWaP envelope of
the cavity-stabilized laser system significantly. The ultimate system
design for a future mission will depend on the exact requirements
and SWaP tradeoffs.

As we noted above, in both scenarios, we consider two-way
time (phase) transfer. Counterintuitively, although none of the ref-
erence oscillators considered here can provide a holdover across the
tens of seconds that might be associated with multiplexed use of a
FSO terminal or with cloud cover, this will not prevent successful
clock comparisons or synchronization. In the case of the intercon-
tinental comparison, a long duration dropout on either link will
block the two-way time transfer measurements; however, once both
links are re-established, we directly measure any overall accumu-
lated time drift that occurred during the dropout, assuming neither
site has phase-slipped during the dropout. In other words, due to
the use of time transfer instead of a frequency comparison, that

measurement time is not “lost,” and we can still evaluate the aver-
age frequency difference between the clocks, resynchronize when the
link is established, and track the elapsed time during these intervals.

III. NOISE SOURCES BEYOND
THE REFERENCE OSCILLATOR

We now turn our attention to the other relevant noise sources
present in the two-way comb-based optical time transfer. This
discussion provides the framework to finally analyze the overall
expected performance of either the intercontinental clock com-
parison or the coherence network. These noise sources include
fundamental shot noise, phase noise associated with the stabilization
of the frequency combs, environmentally induced noise on out-of-
loop fiber optic paths, and differential noise arising from system
delays. These differential noise terms include not only the differen-
tial reference oscillator noise discussed above but also differential
time-of-flight (piston) noise, both due to temporal and spatial tur-
bulence variation. Here, we will discuss each of these noise terms
in detail. The values used are mainly derived from the high-loss,
quantum-limited OTT experiments in Ref. 15. Since our perfor-
mance metrics for both applications are in time or phase, all noise
sources are described with timing power spectral densities (PSDs).

A. Fundamental shot noise
Reference 15 demonstrated optical time transfer at the photon

shot-noise limit, and we assume a similar time transfer system here.
The shot-noise contribution to a one-way timing measurement will
have a white timing PSD of magnitude,

Ssn =
τp

2

2 ln (2)2η
(

hν
Prec
) (s2 /Hz), (2)

where τp is the full-width half maximum pulse width, hν is the
photon energy, and Prec is the optical power from the incoming
clock comb light received by a detector with quantum efficiency η.
Here, we conservatively assume a Prec of 270 fW, corresponding to a
102 dB loss for a 4-mW transmitted clock comb power, and a τp of
355 fs. In practice, there may be an additional multiplicative penalty
due to differential pulse chirp and system non-idealities (this penalty
was ∼3 in Ref. 15).

B. Frequency comb noise
The comb-based optical time transfer system described here is

based on fiber frequency combs stabilized by two phase locks: the
carrier envelope offset lock with residual phase noise Sceo (rad2/s)
and a lock between the mth comb tooth and the reference oscillator
(cavity-stabilized laser) with residual phase noise Sopt (rad2/s). The
resulting timing noise PSD for a given comb is

Scomb =
Sopt + Sceo

(2πm fr)
2 (s2 /Hz), (3)

assuming uncorrelated noise between the two locks. As shown in
Appendix C 5, empirical measurements of our field-deployed, robust
comb system yield an approximate PSD model of

Scomb = 1 × 10−45 f 2
+ 1 × 10−40 f 1/2

(s2 /Hz), (4)
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where f is the Fourier frequency for f < 105 Hz, which is the
approximate bandwidth of the carrier envelope offset frequency
lock. Beyond 105 Hz, the PSD decreases following 5 × 10−20 f −3.

C. Environmental noise
Despite temperature control of the transceivers, some resid-

ual temperature drifts in optical fibers within the comb system will
exist, which will induce length and refractive index changes that
give rise to timing fluctuations. Many fibers are considered in-loop
for the two comb phase locks described above, so the environmen-
tally induced timing fluctuations in these fibers will be negligible.
Other fibers in the system, however, will be subject to these fluctua-
tions. From measurements of the system in Ref. 15 and assuming a
1 × 10−19 MDEV flicker floor, as demonstrated in Ref. 6, we estimate
environmental timing noise to be

Senv = 10−35 f −2
+ 3.6 × 10−40 f −3

(s2 /Hz) . (5)

If we assume 1 m of out-of-loop fiber, this corresponds to 100
mK of integrated temperature noise over 24 h. For 10 m of fiber, this
would be restricted to 10 mK of integrated noise.

D. Time-of-flight noise
Two-way time transfer is based on the concept of the reci-

procity of a bi-directional link, which allows for the combination
of two separate one-way measurements to cancel the time-of-flight
contribution and return only the time difference between the two
sites. However, partial reciprocity will result in an incomplete sup-
pression of the noise due to time-of-flight fluctuations, whether due
to a spatial or temporal separation of the one-way measurements.

Fluctuations in the time-of-flight of the comb pulses may arise
from both atmospheric turbulence and platform motion. In the limit
of weak turbulence—the case for all but the most extreme slant
paths—atmospheric turbulence can be characterized by the stan-
dard Kolmogorov power spectrum, which results in a f −8/3 Fourier
frequency scaling of the timing noise PSD, Sturb( f ).42–44 Here, to
model the vertical profile of the refractive index structure parameter,
we assume a Hufnagel–Valley profile42 with a ground level refrac-
tive index structure parameter of C2

n = 10−14
(m−2/3

) at an elevation
angle of 45○ from a height of 10 m, which yields Sturb( f = 1 Hz)
= 1.7 × 10−29

(s2
/Hz). For a ground-to-GEO link, the upward and

downward traveling pulses will not pass through the atmosphere
simultaneously but rather with a delay, tdelay. With this delay, and
assuming lumped turbulence close to the ground, the turbulence-
induced delays do not fully cancel for the two-way time transfer, so
the noise PSD has a differential turbulence noise term,

Sdturb = 4 sin2
(π f tdelay)(1.7 × 10−29

) f −8/3
(s2 /Hz) . (6)

(See Appendix B 2 for the derivation of the differential trans-
fer function.) While, in principle, this delay could be tuned to pair
pulses that pass simultaneously through the atmosphere, here we
choose to set tdelay = TOF, where the quantity TOF is the one-way
time-of-flight of 120 ms, which, in effect, means we are combining
the timing of pulses that are simultaneously launched from their
respective sites. This has implications for the impact of platform
motion, which is discussed in Appendix C 2.

For an eventual extension to ground-to-LEO, ground-to-
MEO, or ground-to-cislunar links, the impact of turbulence
anisoplanatism9–12,14 must also be considered, which will result in
an additional filtered noise contribution from the turbulence timing
PSD.

IV. DETAILED DESCRIPTION
OF EXPECTED PERFORMANCE
A. Intercontinental time transfer

The intercontinental time transfer, illustrated in Fig. 5, would
enable the dissemination of the redefined second45 from clocks in
the US (in Boulder, CO, or Washington DC) to the fiber-networked
clocks in Europe or Japan.46,47 By creating intercontinental-
spanning ground-based clock networks, it would also enable fun-
damental physics tests.48–59 For example, a comparison of optical
clocks at nearly opposite locations on the earth can probe relativity
due to the differential gravity from the sun.57,58,60 Intercontinental
time transfer would also enable clock-based geodesy by connecting
a portable clock to a national metrology institute (NMI), enabling
widely spaced absolute geodetic reference points.49 Finally, when
low-SWAP optical atomic clocks are developed for space-based
instruments, the performance of this ground-to-satellite-to-ground
clock comparison will clearly carry over to future ground-to-satellite
clock comparisons.48,60–63

Figure 5(a) outlines a schematic of intercontinental time trans-
fer via a common view to a geostationary satellite. For this and
the following cases, we assume that the optical time transfer
is frequency-comb-based using the quantum-limited approach of
Ref. 15, which relies on the recently developed time programmable
frequency comb.64 Following the previous discussions, we assume
a miniaturized cavity-stabilized laser as the reference oscillator on
the satellite and the existence of a dedicated free-space optical ter-
minal for each link to the ground. From a SWaP and TRL argument,
these combs will necessarily be based on modelocked fiber lasers,
as in Ref. 15, and can additionally exploit the low-power and more
radiation-insensitive waveguide designs for carrier-envelope offset
detection.65,66 The comb-based optical time transfer has an implicit
ambiguity of 0.5/ fr , where fr is the comb repetition rate. To remove
this ambiguity, we assume the existence of coarser time synchroniza-
tion and ranging that is good to ≈1 ns—this drives the system toward
frequency combs with fr ≈ 100–200 MHz.

Equation (1) outlines the concept where the two two-way time
offsets are subtracted to yield the time offset between clocks A and
B. Appendix C 3 gives a more complete noise analysis that includes
the noise terms given above and their suppression through the two-
way operation. We find the following expression for the total timing
noise PSD corresponding to the residual noise on the clock time
comparison between sites A and B,

SΔτAB = 2Scomb + 2Senv + Ssn +
1
2
∣Hdiff (th)∣

2
(Sosc)

+
1
2
∣Hdiff (TOF)∣2Sturb, (7)

where Sosc is the timing noise PSD of the space-based reference oscil-
lator (see Table I for the corresponding fractional frequency noise
PSD). The shot noise contribution, Ssn, is given by Eq. (2), assum-
ing a weak 270 fW signal. We assume similar noise performance for
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FIG. 5. Intercontinental time transfer. (a) The three-node configuration uses bi-directional optical time transfer between the two ground sites and the space-node, site X .
Each site transmits the optical pulse train from its own clock comb and receives the optical pulse train from the opposite site. The timing of this incoming pulse train is
compared to the local timescale by using a tracking comb for quantum-limited detection. The results of the one-way timing measurements are sent over either an RF or
optical communication link to the opposite site, where a two-way subtraction yields the relative time and frequency offsets between the respective ground sites and satellite,
τAX and τBX . A further two-way subtraction of these time offsets yields the relative time and frequency between the ground clocks, τAB. Here, we assume both ground sites
are referenced to a state-of-the-art optical atomic clock, while the satellite uses a lower performance optical reference oscillator. (b) The projected modified Allan deviation
(MDEV) for the system parameters selected in this paper, which are based on currently available, demonstrated technologies. At a 10-second average, the MDEV reaches
2 × 10−16. This projection assumes using a low-SWaP cavity stabilized laser as a reference oscillator at site X .18 State-of-the-art optical clock curve (dashed gray) follows
3.1 × 1016/√2 τ−1/2 along with measured points from a clock comparison.38 (c) Corresponding time deviation. (d) Example realization of 3 weeks of intercontinental time
transfer noise (pink) and uncertainty (purple colormap) generated by combining Kalman filter analysis (Appendix A) and satellite data of cloud cover between Boulder and
Europe from January 2022 (gray traces at top). The noise model used in the Kalman filter and for the time series realization is described by the time transfer PSD shown in
Fig. 6. During clear sky periods, the time series is fed into the filter as observations, while during cloudy periods, the filter estimates the noise without observation, and the
estimated uncertainty grows. Due to the precision of the time transfer system, the estimated uncertainty collapses rapidly with a single clear sky period. This noise realization
represents an example of a measured intercontinental time transfer signal for perfect ground clocks with no drift and a flicker floor of 10−19 for the time transfer. In practice,
the signal will also include noise from the clocks, which should dominate over longer time scales, as shown in (b). The inset gives a sense of scale for the projected time
offset (dashed lines) between two clocks with a fractional frequency offset of 1 × 10−18.

all combs, Scomb, given by Eq. (4), and similar environmental noise,
Senv, at all sites given by Eq. (5). Hdiff (tdelay) is the transfer function
to account for the partial suppression of the reference oscillator and
turbulence noise by use of common view and two-way time transfer,

respectively (Appendix B 2). For the differential reference oscilla-
tor noise, we allow for effective holdover times of up to th = 1 ms.
In other words, we assume that we can compute τAB if the mea-
surements of τAX and τBX are made within 1 ms of each other. If
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FIG. 6. Power spectral density (PSD) of time transfer noise on the intercontinen-
tal clock comparison in the absence of clouds. This PSD is used to calculate
the projected MDEV and TDEV in Fig. 5. As described in the text, the analysis
includes contributions from shot noise (red line), differential reference oscilla-
tor noise assuming a holdover time of 1 ms, and the low-SWaP laser cavity in
Ref. 18 (green line), differential turbulence assuming a delay time equal to the
120 ms time-of-flight, and the turbulence spectrum estimated in Sec. III D (orange
line) and the environmental noise estimated in Sec. III C (blue line). The resid-
ual frequency comb noise estimated in Sec. III B is too low to appear in this plot.
The sum of these noise sources, according to Eq. (7), is the projected OTT noise
(dashed black).

this is not the case, we assume we have a fade and resume computa-
tion of the phase offset when the measurements of τAX and τBX are
made within 1 ms of each other. Figure 6 shows the magnitude of
the different contributions along with their sum.

With this timing noise PSD, we can calculate the modified Allan
deviation and time deviation24,25 shown in Figs. 5(b) and 5(c) and

create an example realization of intercontinental time transfer noise
shown in Fig. 5(d). In the absence of clouds, the projected perfor-
mance across the entire link (including both two-way time transfer
links) is given by Figs. 5(b) and 5(c). This performance is based
on existing demonstrations using currently available technologies
and is limited by differential piston noise from turbulence at short
timescales and by environmental flicker noise at longer timescales
(Fig. 6). Clouds will interrupt the links but, assuming continuous
operation of the ground-based clocks, will not interrupt the time
comparison itself, as any difference in elapsed time is immediately
quantified when the clouds break. Figure 5(d) shows a time series
realization of time transfer noise and uncertainty through these
cloudy periods, as estimated by a Kalman filter. During a period
of cloud cover, the Kalman predicted uncertainty grows, only to
be rapidly reduced to the nominal 30-fs 1-sigma uncertainty for
the OTT measurement when the clouds break over both sites. For
this analysis, as discussed earlier, we assume one clock is in Boul-
der and the other is at any one of three sites in Braunschweig,
Germany, Paris, France, or London, UK, where we assume there
is a subsequent transfer of timing information across Europe over
a ground-based fiber network.35 A similar calculation can be per-
formed for clock comparisons between Japan and Europe or Boulder
and Japan.

B. Coherence transfer system
Figure 7 illustrates the second scenario considered of coher-

ence transfer to enable very long baseline interferometry or other

FIG. 7. (a) As in Fig. 5, the OTT is based on the bi-directional transmission of the pulse train from a clock comb, followed by tracking-comb based detection of the incoming
signals. The two-way subtraction of the timing signals yields the time/phase offset between the microwave signals at each site. As this application will require a high bandwidth
optical communication link for data transfer, we assume the OTT system would be wavelength multiplexed onto this optical communication channel. (d) The coherence, as
quantified by the integrated variance of the phase noise between the microwave signals at each site vs integration time. As the system maintains constant timing noise, the
integrated phase noise scales linearly with the carrier frequency, which is equal to 300 GHz here. At short integration times (<1 s), the coherence is set by the OFD system,
limited here by frequency comb lock residuals and the photodetection noise floor. Beyond 1 s, OTT maintains a nearly flat integrated phase noise of 10 mrad, limited by
differential turbulence noise.
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distributed coherent sensing techniques in space.16,67–69 Here, we
consider the simplest case of only one site on the ground and in
space, mirroring current proposals for an Event Horizon Explorer
mission,16 which seeks to extend the striking measurements of
black hole formation and dynamics by the existing Event Horizon
Telescope.70–77 Here, the goal is to generate a microwave signal in
space that is phase coherent with a microwave signal on the ground
through the combination of optical frequency division (OFD) and
optical time transfer (OTT). In this case, the combined inclusion of a
cavity-stabilized laser and frequency comb is doubly useful. In OFD,
one exploits the low phase noise achievable with a cavity-stabilized
laser; the frequency comb acts as an almost perfect frequency divider
to output microwaves at any harmonic of the comb repetition fre-
quency via photodetection of the clock comb’s optical pulse train78

[see Fig. 1(d)]. The OFD alone provides low phase noise microwaves
at short times. At longer times, this phase will wander. Therefore, we
implement OTT to synchronize the two sites at longer times, thereby
maintaining phase coherence between the ground and geostationary
satellite, as illustrated in Fig. 7(a).

Ultimately, future space-based very long baseline interferom-
etry (VLBI) would require multiple satellites and other orbits, but
here we again restrict the analysis to an initial simplified scenario
with a single ground station and single geostationary satellite for the
purposes of analyzing the system performance. Furthermore, such
an application will require a high bandwidth link for data trans-
fer, which will in turn require free-space optical (FSO) terminals
linking the geostationary satellite and ground station. The OTT can
then simply “piggyback” on this link. In the event of cloud cover,
both data communications and coherence transfer will be simul-
taneously interrupted. Both to avoid extensive cloud cover and to
reduce turbulence, the ground station would likely be at high alti-
tudes. In the event of shorter ms-level turbulence-induced signal
fades, it is assumed the OTT would use a Kalman filter predic-
tor to holdover the phase (and the data communication would use
a buffer).

There is a subtlety in whether the phase synchronization is done
in real-time or in post-processing. In Ref. 15, the two timescales
were fully synchronized in real time by feeding back their time off-
set, as measured by the OTT, at site X. Such synchronization is
possible here as well, but the real-time feedback bandwidth is lim-
ited by the longer 120 ms time-of-flight to about (8TOF)−1

≈ 1 Hz.
If needed, the OTT signals can still provide the necessary phase
corrections on shorter timescales in post-processing where the time-
of-flight delay is not an issue. In fact, such an approach mirrors
current VLBI systems where the data at each site is recorded using
the local hydrogen masers and combined only afterward in post-
processing, where many additional adjustments to the phase are
needed in any case. For the parameters considered here, however, we
find a synchronization bandwidth of about 1 Hz would optimize the
phase coherence, giving the user the choice of implementing active
feedback to synchronize the two sites or using a post-processing
approach.

A similar analysis to the intercontinental clock comparison,
outlined in Appendix C 4, yields the timing noise PSD for the OTT
measurement between the ground and space-based oscillators as

SΔτAX = Scomb + Senv +
1
2

Ssn +
1
4
∣Hdiff (TOF)∣2Sturb, (8)

where we have again assumed similar noise performance of the
combs and similar environmental noise across sites. The microwave
signal is generated by the photodetection of the clock comb pulse
train on the space segment. The timing noise on these microwaves
can be written as

Sμwave = ∣Hcorr ∣
2SΔτAX + ∣1 −Hcorr ∣

2
(Sosc + Scomb)

+Sphotodetection,
(9)

where Hcorr is the closed loop phase correction transfer function that
reflects the synchronization, or phase correction, of the reference
oscillator based on the OTT measurement. Here, we assume a syn-
chronization bandwidth of (8TOF)−1

≈ 1 Hz based on the projected
noise components. Furthermore, we modeled Hcorr as a two-pole low
pass filter. The additional shot noise and timing jitter contributions
from the photodetection process are well studied,79 and here they
are represented by the additional timing PSD Sphotodetection. We use
values for this noise term based on Ref. 80.

The timing phase noise can be converted to the single sideband
phase noise for a given microwave carrier frequency, fc, through the
usual transformation L( f ) = 4π2 f 2

c Sx( f )/2, where f is the Fourier
frequency. Note that this phase noise PSD will scale quadratically
with the carrier frequency.

FIG. 8. Power spectral densities of time transfer and 300 GHz microwave gen-
eration via optical frequency division for the coherence transfer system outlined
in Fig. 7. (a) Projected timing noise for two-way time transfer (black line) along
with individual contributions from Eq. (8), including differential turbulence noise
(orange line), environmental noise (blue line), shot noise (red line), and comb
noise (purple line). (b) Projected single sideband phase noise, L( f), for 300 GHz
microwaves (pink line) along with the individual contributions from Eq. (9), includ-
ing the reference oscillator phase noise (green line), the OTT noise (black line),
the photodetection noise (blue line), and the comb noise (purple line). The corre-
sponding timing noise is given on the right axis. The phase corrected OFD curve
was used to generate the integrated phase noise plots in Fig. 7(b).
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FIG. 9. Fractional frequency instability (ADEV) for the coherence transfer system.
The fractional frequency instability given by the Allan deviation (ADEV) for time
transfer between site A and site X (black) scales at 5.9 × 10−15τ−1 before reach-
ing a flicker floor of 1.4 × 10−19. Similarly, the OFD phase corrected with the time
transfer (pink) scale of 9.0 × 10−15τ−1 before reaching the same flicker floor. This
carrier independent metric can be used to project the expected loss of coherence
for any choice of OFD plus OTT generated microwave frequency.

Figure 8(a) provides the timing noise PSD for the optical time
transfer with the contributions from the terms of Eq. (8). Figure 8(b)
provides the timing and phase noise PSDs for the generation of a fc
= 300 GHz signal via optical frequency generation with the contribu-
tions from Eq. (9). We note that for the 300-GHz signal, the timing
(phase) noise is considerably lower than that of the time transfer
itself for Fourier frequencies above this 1 Hz synchronization band-
width. Based on the PSDs in Figs. 8(a) and 8(b), we generate the
integrated phase noise curves in Fig. 7(b) and the Allan deviation
in Fig. 9.

For good fringe visibility, one would like the rms phase fluc-
tuations to be much less than 1 rad over the coherent integration
time.81 For a 300 GHz carrier, in Fig. 7(b), we can see that the
integrated phase noise remains under 0.02 rad out to 1000 s—for
context, the current Event Horizon Telescope has integration times
on the order of 10 s.71 We note that, in addition to the challenges
of significant relative motion and higher link loss, extension to cis-
lunar orbits or beyond would lead to increased integrated phase
noise due to the reduction of the maximum synchronization band-
width by ≈10×. However, at a 100 mHz synchronization bandwidth,
the integrated phase noise would remain at ∼0.1 rad for a 300 GHz
carrier.

As the integrated phase noise in Fig. 7(b) is carrier frequency
dependent, we can use the fractional frequency instability (ADEV)
of the noise in Fig. 9 instead to project out performance beyond
300 GHz.24 In this case, following Refs. 71 and 81, we can write an
expression for the loss of coherence as 1 − e−(2π fcTintσy)

2
, where Tint

is the coherent integration time and σy is the Allan deviation. At
Tint = 10 s, σy = 1.0 × 10−15, and fc = 300 GHz, the projected coher-
ence loss is 0.03%, and even if fc is increased to 1 THz, it only rises to
0.4%, which stands in contrast to the ∼5% coherence loss expected
for fc = 230 GHz, Tint = 10 s, and a hydrogen maser reference at
σy(τ = 10 s) = 1.5 × 10−14.71

V. FUTURE WORK
Here, we have focused on the two specific applications of opti-

cal time transfer to geosynchronous orbit: intercontinental time

transfer and coherence transfer. Several directions for the extension
of this work exist.

The first is that the choice of ground-to-geosynchronous orbit
links allowed us to put aside the consideration of relative platform
motion. In order to consider expansion to ground-to-LEO, MEO,
HEO, or cislunar links, the quantum-limited approach to optical
time transfer considered here must be extended to track the high
relative velocities and the associated acceleration and jerk. If a dif-
ferent orbit is chosen for either intercontinental time transfer or
a coherence transfer system, both the effective holdover time or
close loop phase correction transfer function and one-way time-
of-flight will change, and, thus, the project performance will shift
accordingly based on either Eqs. (7) or (8). In addition, the impact
of turbulence and anisoplanatism must be included in any noise
analysis.

The second is that, as noted above, we have not focused on
the relativistic effect of time dilation. In considering an expansion
beyond geosynchronous orbits, not only must the system be able
to track the relative platform motion, but the relativistic corrections
necessary will be considerable. In addition, as optical atomic clocks
approach a higher TRL and become flight-capable, the relativistic
effects on space-borne optical atomic clocks must be considered
at the 1 × 10−19 level or even better for future tests of fundamen-
tal physics and other experiments. Fortunately, the outlook for this
is promising, as there is already significant work focused on the
impact of relativity with clocks in LEO with their extremely large
relative velocities,26,82 and the comparatively modest atomic clocks
onboard the two eccentric Galileo satellites led to a groundbreaking
gravitational redshift test.83

VI. CONCLUSION
In conclusion, we have presented a noise analysis of comb-

based free-space optical time transfer to help predict the perfor-
mance of future intercontinental time transfer via geostationary
satellites and coherence transfer from the ground to a geosyn-
chronous orbit satellite. In both cases, we find that a low-SWaP,
miniaturized cavity-stabilized laser is sufficient for the space-based
optical reference oscillator. In the case of the intercontinental time
transfer, we find that we can reach a fractional frequency insta-
bility (MDEV) of 2 × 10−16 at 10-s averaging and maintain a time
deviation less than 10 fs out to 105-s averaging. In the case of a
coherence transfer system, we find that we support an integrated
phase noise for 300 GHz generation of 10 mrad at 10-s averag-
ing. This level of performance suggests that the use of quantum-
limited optical time transfer over ground-to-geosynchronous-orbit
links can support future fundamental tests and distribute coherent
sensing out to THz carrier frequencies, among other wide-ranging
applications.
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APPENDIX A: KALMAN FILTER-BASED MODELING

We want to estimate the timing uncertainty on the comb pulse
train during a holdover period due to the timing noise on the ref-
erence oscillator. At a high-level, this is done by modeling each
fractional frequency noise component of the reference oscillator
in state-space, seeding the Kalman filter with perfect initial tim-
ing knowledge (i.e., assuming previous high accuracy two-way time
transfer measurements), repeating the prediction step of the Kalman
filter without observation for each holdover time, and calculating the
uncertainty in the timing. The following section describes how we
model the oscillator noise in state-space and run the Kalman filter to
provide an estimate of timing uncertainty.

We model the fractional frequency noise PSD of the reference
oscillator (cavity stabilized laser) as

Sy,cavity( f ) = h−2 f −2
+ h−1 f −1

+ h0, (A1)

where the terms are, in order, the random walk frequency noise ( f −4

phase/timing noise), the flicker frequency noise ( f −3 phase/timing
noise), and the; white frequency noise ( f −2 phase/timing noise).
Because the Kalman filter will assume white process noise, we gener-
ate these noise sources through the filtering of white noise. Clearly,
the white-frequency noise component is directly modeled without
filtering. The random walk noise can be modeled by applying an
integral filter, and far from the sampling frequency, fs can be approx-
imated with the transfer function ∣H( f )∣2 = f 2

s
4π2 f 2 . We generate the

flicker noise through approximation by cascading single pole infinite
impulse response (IIR) low pass filters. An example of this modeling
is shown for the low-SWaP cavity stabilized laser in Fig. 10.

Ultimately, we are interested in timing uncertainty, so we begin
by writing the state-space equation for the timing noise of the kth
sample,

FIG. 10. State-space components to model low-SWaP cavity noise. The target
model (gray) is approximated with white frequency noise (SWFN , yellow), low pass
filtered white noise (SLPF , various colors), and random walk frequency noise (SRW ,
red), which sum to the state-space model (dashed black).

X[k] = X[k − 1] + TYLPF,1[k − 1] + TYLPF,2[k − 1]
+ TYLPF,3[k − 1] + TYRW[k − 1] + Tσ0v0[k − 1], (A2)

where YLPF,1 is the fractional frequency noise generated by low pass
filtering white-noise with variance σ2

1 with a cutoff frequency fc,1 (the
other low-pass filtered components follow), YRW is the random walk
fractional frequency noise generated by integrating white noise, v0 is
the Gaussian white noise with a variance of 1, and σ2

0 = SWFN( fs/2)
is the set by the white frequency noise level SWFN . All the fractional
frequency components are integrated by multiplication with a time
interval of T = 1/ fs for conversion to timing fluctuations.

We can write similar state equations for each noise compo-
nent. For the low-pass filtered noise, we can define α1 = e−2π fc,1/ fs and
β1 = 1 − α1 to write

YLPF,1[k] = α1YLPF,1[k − 1] + β1σ1v1[k − 1], (A3)

where v1 is the Gaussian white noise with a variance of 1, σ2
1 is the

set by the fractional frequency noise level of the desired low-pass fil-
tered noise below the cutoff frequency, and SLPF,1( f < fc,1) = 2σ2

1/ fs.
Similarly, the random-walk frequency noise can be written as

YRW = YRW[k − 1] + σ4v4[k − 1]. (A4)

Here, the variance of the white noise is set by the value of the desired
random walk noise at 1 Hz, σ2

4 = 2π2SRW(1 Hz)/ fs.
Combining Eqs. (A2)–(A4) and including copies of (A3) for

each low pass filtered noise component, we can write a state vector,

xk =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

X[k]
YLPF,1[k]
YLPF,2[k]
YLPF,3[k]
YRW[k]

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(A5)
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that progress according to xk = Axk−1+ wk−1, where the process
noise vector, wk−1, is given as

wk =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

Tσ0v0[k]
β1σ1v1[k]
β2σ2v2[k]
β3σ3v3[k]
σ4v4[k]

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(A6)

and the state transition matrix A is written as

A =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 T T T T
0 α1 0 0 0

0 0 α2 0 0

0 0 0 α3 0

0 0 0 0 1

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (A7)

Notice there is no dedicated state for the white frequency noise;
rather, it enters through the process noise in the timing noise state.

From wk, we can write the process covariance matrix,

Q =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

T2σ0
2 0 0 0 0

0 β2
1σ2

1 0 0 0

0 0 β2
2σ2

2 0 0

0 0 0 β2
3σ2

3 0

0 0 0 0 σ2
4

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (A8)

Using these vectors and matrices to construct a Kalman fil-
ter, we repeatedly run the prediction step for the timing xk = Axk−1

and timing uncertainty Pk= APk−1AT
+Q, where Pk is the state error

covariance matrix. For simplicity, we initialize P as the null matrix,
which is the same as assuming perfect knowledge of the pulse tim-
ing. Pk(1, 1) gives us the timing uncertainty after k iterations of
prediction, which can be directly mapped to holdover time.

APPENDIX B: MODIFIED ALLAN DEVIATION DUE
TO REFERENCE OSCILLATOR NOISE AND DELAY
1. Derivation

Here, we derive the modified Allan deviation resulting from a
delay th between two measurements due to noise on the local oscil-
lator, i.e., the cavity stabilized laser. Its fractional frequency noise
PSD is again given by (A1). The differential frequency noise PSD
that corresponds to measurements delayed by th is

Sy,dcavity( f , th) = 4 sin2
(π f th)Sy,cavity. (B1)

The corresponding modified Allan variation25 is

MVAR(tavg , th) = ∫

∞

0
Sy,dcavity( f , th)∣WM( f , tavg)∣

2df , (B2)

where the filter function is

∣WM( f , t)∣2 =
2 sin6

(π f t)
(π f t)4 . (B3)

The square root of Eq. (B2) gives the Modified Allan Deviation
(MDEV) for the differential frequency noise and is shown in Fig. 4(c)
as a function of th for tavg = 10 s. Figure 2 gives the MDEVs for the
unfiltered Sy,cavity for the fractional frequency noise coefficients given
in Table I.

2. Transfer function for differential measurements
(H diff derivation)

Consider a noise signal x(t) with a delayed difference y(t)
= x(t) − x(t − t0) = x(t) ∗ [1 − δ(t − t0)].

Taking the Fourier transform of y(t), where F{x(t)} = X̃( f )

F{y(t)} = X̃( f )[1 − e−i2π f t0]

= X̃( f )e−iπ f t0[eiπ f t0 − e−iπ f t0].

Defining Hdiff (t0) = e−iπ f t0[eiπ f t0 − e−iπ f t0], we can write the
squared magnitude response,

∣Hdiff ∣
2
= ∣e−iπ f t0[eiπ f t0 − e−iπ f t0]∣

2

= 4 sin2
(π f t0).

(B4)

The power spectral density of y(t) is

Sy = ∣F{y(t)}∣2

= ∣X̃( f )∣2∣Hdiff ∣
2

= ∣X̃( f )∣24 sin2
(π f t0).

APPENDIX C: NOISE ANALYSIS
1. General

This section derives Eqs. (7) and (8), which describe the contri-
bution of the various noise sources described in Sec. II to the total
noise on intercontinental clock comparison and coherence transfer.
While the ultimate output of either case is a time offset, it can be use-
ful to think in units of clock phase, assuming a consistent underlying
frequency of fr at each site. In other words, we convert the time at
site A as φA = 2πf rτA and site X as φX = 2πf rτX . Two phase differ-
ences are measured across the XA two-way link: the relative phase
of the pulses launched from site A and measured at site X, δφA→X ,
and the relative phase of the site X pulses measured at site A, δφX→A.
These are

δφA→X(t) = φA(t − TOFAX) − φturb(t − TOFAX) − φX(t),
δφX→A(t) = φX(t − TOFAX) − φturb(t) − φA(t),

(C1)

both assume to be measured at some common time t to within ∼1 ns
accuracy given by a coarser time transfer (e.g., GNSS system). For
now, we assume a static time-of-flight, TOFAX , between the two sites.
We separate out the time-of-flight variations due to turbulence, φturb,
which appear in the second term of each equation. For the turbu-
lence, we use a simple lumped model in which the turbulence is
located very near the ground (i.e., site A), so the pulse train departing
site A encounters it immediately, while the pulse train from site X to
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site A encounters it just before reaching site A. (We ignore the very
small time-of-flight between the effective center of the turbulence
layer and the ground.)

Practically speaking, δφA→X is measured at site X by repli-
cating φA(t − TOFAX) (the incoming clock comb phase) with the
tracking LO comb phase, which itself is measured against the local
clock comb phase φX . δφA→X is measured with respect to the site
X reference oscillator, so the conversion to time will depend on
the repetition frequency of the comb at site X, frX(t). The differ-
ence between this repetition frequency and that of the comb at site
A is captured later by the phase noise term of the site X reference
oscillator.

In the limit of TOFAX = 0, the difference of these two one-way
phase measurements yields the phase (time) difference between our
two oscillators, ΔφAX ,

δφA→X(t) − δφX→A(t)
2

= φA(t) − φX(t) ≡ ΔφAX , (C2)

independent of the turbulence-induced phase noise. For the coher-
ence transfer, this is the phase offset of interest. For the intercon-
tinental clock comparison, analogous phases for the BX link are
similarly combined to yield the ultimate clock phase comparison,
ΔφAB.

2. Non-reciprocal time-of-flight due
to platform motion

While the radial velocity of a GEO satellite is orders of magni-
tude smaller than MEO or LEO, site X on the satellite will still move
on the order of ∼1 m/s at points during a month-long window due
to station keeping and will see additional movement due to vibra-
tions.84 This motion will cause a breakdown in the time-of-flight
reciprocity for a two-way link if pulses from each site leave simul-
taneously. Here, we discuss the consequences of a non-reciprocal
time-of-flight.

We expand the previous discussion to allow for time-varying
and non-reciprocal time-of-flights for pulses traveling from site A
to X, TOFA→X(t), and from site X to A, TOFX→A(t). The phases
measured at the two sites follow from Eq. (C1),

δφA→X(t) = φA(t − TOFA→X(t)) − φturb(t − TOFA→X(t)) − φX(t),
δφX→A(t) = φX(t − TOFX→A(t)) − φturb(t) − φA(t),

(C3)
where the time-of-flight, TOFA→X(t), is defined as the duration for
a pulse to travel from site A to site X with an arrival time at site X of
t. To isolate the effect of motion, we will set φturb = 0, although it is
important to note that turbulence-induced time-of-flight variations
(piston noise) and platform motion are indistinguishable within the
signal, and we will address this later. Taking the difference between
the two phases yields

δφA→X(t) − δφX→A(t)
2

=
φA(t − TOFA→X(t)) + φA(t) − φX(t) − φX(t − TOFX→A(t))

2
. (C4)

A first order Taylor expansion for each phase returns,

φA(t − TOFA→X(t)) ≈ φA(t) − 2π frTOFA→X(t), (C5)

φx(t − TOFX→A(t)) ≈ φx(t) − 2π frTOFX→A(t), (C6)

where we have assumed the time derivatives of φA and φX are set by
the repetition rate, that is, δφ̇x = δφ̇A = 2π fr .

Substituting Eqs. (C5) and (C6) into Eq. (C4) yields

δφA→X(t) − δφX→A(t)
2

≈ ΔφAX + π fr[TOFX→A(t) − TOFA→X(t)]. (C7)

Assuming site X is moving with a constant velocity V(t), where
a positive velocity corresponds to an increasing time-of-flight, from
Fig. 5, we can see that TOFX→A < TOFA→X and

TOFX→A(t) − TOFA→X(t) ≈
V × TOFX→A

c
. (C8)

Substituting this into Eq. (C7) gives our final result,

δφA→X(t) − δφX→A(t)
2

≈ ΔφAX + π fr
V
c

TOFX→A(t). (C9)

Here, for V = 1 m/s and TOFX→A = 120 ms, the velocity-dependent
term would introduce an error of 200 ps into ΔφAX . Thus, a veloc-
ity correction based on the measured instantaneous velocity must
be applied to the ΔφAX , as has already been demonstrated in Refs. 7
and 8, for up to 25 m/s. In Ref. 8, the velocity was estimated to be
within 20μm/s at one-second averaging—a similar modest effort at
estimating the velocity would allow us here to reduce the velocity-
dependent error to 4 fs. A lower bound for the velocity-dependent
error can be estimated to be ≈1 fs at one-second averaging from
the ADEV in Fig. 9, as instantaneous velocity is estimated from the
sum of the phases (time-of-flight measurements), which shares the
instability of the difference of the phases (time offset measurements).

We note that a 1-Hz update rate (1-second averaging time) for
the velocity estimate is reasonable for not only post-processing but
also real-time synchronization with TOF ≈ 120 ms given the rela-
tively low velocities and accelerations of a GEO orbit. For the cases of
LEO, MEO, or cis-lunar orbits, the velocity-dependent errors post-
correction will be complicated by the high acceleration and jerk,
and additional care will need to be taken in applying delays and
correction terms.

3. Intercontinental clock comparison
Here, we derive the noise on the clock comparison, ΔφAB. The

various contributing signals and noise sources are outlined in Fig. 11.
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FIG. 11. Noise flow chart in intercontinental time transfer. (a) Chart outlining both the phase signals and associated noise sources (blue boxes) that contribute to each clock
comb phase (green boxes) and the measurements of the phase difference at each site (orange boxes). The phases are all referenced to an assumed common reference
frequency of fr , as described in the text. (b) The linear combination of the measured phase differences yields the final clock offset phase ΔφAB.

First, we consider the simplest case of noise caused by a holdover
time, th, which derives from Eq. (1) in the main text. We then
consider the remaining noise sources.

The analogous equations to Eq. (C1) for the BX link are

δφB→X(t − th) = φB(t − TOFBX − th)

− φturbBX(t − TOFBX − th) − φX(t − th),
δφX→B(t − th) = φX(t − TOFBX − th)

− φturbBX(t − th) − φB(t − th),

(C10)

where the delay th indicates the measurements on the BX link are
taken at a different time than the AX link, assuming asynchronous
operation. The ultimate output of the clock comparison is ΔφAB,
which in the limit of all TOFA(B)X = 0 and th = 0, is

(
δφA→X − δφX→A

2
) − (

δφB→X − δφX→B

2
)

= ΔφAX − ΔφBX ≡ ΔφAB. (C11)

If we relax these assumptions to allow for a non-zero th delay
between the measurements,

(
δφA→X − δφX→A

2
) − (

δφB→X − δφX→B

2
)

= φA(t) − φB(t − th) + φX(t − th) − φX(t). (C12)

In the text, we assumed that the ground clocks are much more stable
than the space oscillator. Here, we apply this assumption by asserting
that φB is stable enough that φB(t) ≈ φB(t − ΔtB), which yields

(
δφA→X − δφX→A

2
) − (

δφB→X − δφX→B

2
)

= ΔφAB − δφX(th), (C13)

where δφX(th) = φX(t − th) − φX(t) is the differential phase noise of
the oscillator. Converting this back to time gives us Eq. (1) in the
holdover discussion of the main text.

To consider other noise sources, we return to Eq. (C12) and
assume non-zero time-of-flight, TOFA(B)X , as well as the additional
noise sources in Fig. 11. In addition, we recognize that there might
be a desired time offset, Δt, between the comparison of the two
two-way AX and BX measurements in addition to any varying and
uncontrolled holdover time, th. The linear combination of Eq. (C1),
Eq. (C10) with th → th + Δt, and Eq. (C12) gives
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1
2
(δφA→X − δφX→A − δφB→X + δφX→B) =

1
2
(φA(t − TOFAX) + φA(t) − φB(t − TOFBX − th − Δt) − φB(t − th − Δt)

+ φX(t − th − Δt) + φX(t − TOFBX − th − Δt) − φX(t) − φX(t − TOFAX)

− φturbAX(t − TOFAX) + φturbAX(t) − φturbBX(t − th − Δt)
+ φturbBX(t − TOFBX − th − Δt)), (C14)

where each phase includes both a signal and added noise compo-
nents as

φA(t) =
ΔφAB(t)

2
+ ϵcomb(t) + ϵenv(t),

φB(t) = −
ΔφAB(t)

2
+ ϵcomb(t) + ϵenv(t),

φX(t) = Δφosc(t) + ϵcomb(t) + ϵenv(t),
φturbAX(t) = ϵturb(t),
φturbBX(t) = ϵturb(t),

(C15)

where we drop the common assumed 2πf rt progression of all three
phases, φA(B)(X)(t). We write the offset in the phase at sites A and
B in terms of their difference, ΔφAB, assuming a reference frequency
of fr . At site X, Δφosc is the phase noise of the reference oscillator
scaled from its nominal optical reference frequency to fr . The terms
ε are additional phase noise (εcomb: residual comb noise, εenv: envi-
ronmental noise, εturb: turbulence piston noise, which we assume has
equal magnitude on both links). Note that while the time series real-
izations of each noise term differ between the three phases, that is,
εenv(t) contributing to φA(t) is different than εenv(t) contributing
to φB(t), we have written them with the same symbols since they
share common PSDs and to simplify the notation. Since all combs
are running at a nominal fr , we can convert each of these phases
to time offsets as τ = φ/(2πf r), where ΔτAB = 2πf rΔφAB is the final
timing comparison of interest. We can then write the timing jitter
PSD of each clock comb phase,

SτA = Scomb + Senv,
SτB = Scomb + Senv,

SτX = Sosc + Scomb + Senv,
(C16)

and Sturb is the turbulence-induced timing noise. Note that there
is no explicit shot noise contribution since it arises in the actual
measurements of φA→X , φX→A, φB→X , and φX→B and is, there-
fore, included later in the combined two-way equation. Combining
Eq. (C14) and the noise terms from Eqs. (C15) and (C16) and
converting to timing noise, we can write the noise on ΔτAB as

SΔτAB =
1
4
(4Scomb + 4Senv + 2∣Hdiff (th)∣

2
(Sosc + Scomb + Senv)

+ 2∣Hdiff (TOF)∣2Sturb + 4Ssn). (C17)

Here, the first two terms assume the optical clocks at sites A and
B are significantly more stable than the oscillator at site X, mean-
ing any differential delay noise from the subtraction of the φA and
φB terms in Eq. (C14) can be ignored. The third term comes from

the differences between the different delayed φX terms, which are
minimized by setting,

Δt =
TOFAX − TOFBX

2
, (C18)

leaving th as the dominant delay. The quantity ∣Hdiff (tdelay)∣
2

= 4 sin2
(πftdelay) is the differential delay transfer function derived

in Appendix B 2. The fourth term comes from assuming the same
turbulence noise on each link and letting TOFAX ≈ TOFBX = TOF.
The last term comes from assuming the same shot noise Ssn on each
measurement of φA→X , φX→A, φB→X , and φX→B based on the use of
the optical timing discriminator in Ref. 64 and assuming in all cases
a minimal 270 fW of received power. Again, here we assume there
is some uncertainty in how well we can realize (C18), which is cap-
tured by th, and which dominates any second order noise terms in
the Taylor expansion of the φX terms in Eq. (C14).

We can further simplify Eq. (C17) by recognizing that
⟨∣Hdiff (th)∣

2
⟩ ≈ 2 for f > 1/(2th). If we assume th is order 1 ms (cut-

off frequency of 500 Hz), then the PSD of SτX will simply be doubled
beyond this frequency. Since Sosc is greater than Senv and Scomb until
∼1 kHz, we can approximate the third term in (C17) by doubling
Senv and Scomb and applying Hdi f f to Sosc only (see Fig. 12).

This approximation yields Eq. (7) of the text,

SΔτAB = 2Scomb + 2Senv + Ssn +
1
2
∣Hdiff (th)∣

2
(Sosc)

+
1
2
∣Hdiff (TOF)∣2Sturb. (C19)

FIG. 12. Components of Sτx = Sosc + Scomb + Senv . Notice Sτx will follow Sosc at
low frequencies up to ∼1 kHz, after which it will be dominated by residual frequency
comb noise Scomb.
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4. Coherence transfer system
First, we derive the noise from the measured time/phase off-

set between the ground oscillator and space-based oscillator, ΔτAX .
A chart of the phase combinations needed for each measurement,
along with the noise contributions, is shown in Fig. 13. In contrast
to the intercontinental time transfer case, here ΔτAX , or the equiv-
alent scaled phase difference ΔφAX , will be used to apply a phase
correction to the space-based oscillator either in real-time or in post-
processing. The phases measured on sites A and X are given by
Eq. (C1), except that here we set Δφosc ≡ 0 since our objective is to
measure this quantity. In the absence of the noise terms and at zero
time-of-flight, we have, as before,

ΔφAX(t) =
δφA→X − δφX→A

2
. (C20)

As before, we can convert these phases to time with τAX
= ΔφAX/(2πf r). The noise in this measurement arises from similar
noise contributions as in Eq. (C15) and the shot-noise associated
with the optical timing discriminator. The corresponding timing
PSDs for the noise in this OTT measurement is

SΔτAX = Scomb + Senv +
1
2

Ssn +
1
4
∣Hdiff (TOF)∣2Sturb (C21)

or Eq. (8) in the main text.

At low Fourier frequencies, this OTT noise will lie below the
free-running reference oscillator noise, and we should implement
a closed loop phase correction to reduce the free-running oscilla-
tor noise (i.e., synchronize the sites). At higher Fourier frequencies,
the free running reference oscillator will provide lower phase noise.
The crossover is set by the bandwidth of the closed loop phase cor-
rection transfer function, Hcorr . In Sec. IV B, we modeled Hcorr as
a two-pole low pass filter, which is similar to the synchronization
transfer function actually implemented in Ref. 15. With this closed
loop phase correction, the phase noise on the detected microwave
signal follows the OTT results for low Fourier frequencies and the
reference oscillator for high Fourier frequencies. In addition, there
is added noise from the phase lock of the clock comb to the refer-
ence oscillator and from the photodetection process (including shot
noise). The resulting microwave timing noise is

Sμwave = ∣Hcorr ∣
2SΔτAX + ∣1 −Hcorr ∣

2
(Sosc + Scomb)

+Sphotodetection
(C22)

or Eq. (9) in the main text.
If we implement real-time synchronization, then the maxi-

mum cutoff frequency will be set by the time-of-flight for stability
to fc < (8TOF)−1

≈ 1 Hz. This is the limit used in the simulations
for Fig. 8, with the second integrator frequency set to fc2 =

1
4 fc.

FIG. 13. Noise schematic for coherence transfer. (a) Chart showing the contributing noise sources and phases (blue boxes) to each clock comb phase (green boxes) and the
measurements of the relative phases at each site (orange boxes). (b) The linear combination of the phase measurements to retrieve the relative phase offset between the
two sites is subsequently used for the phase correction.
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FIG. 14. Noise model for total residual comb noise (black) along with measured
comb noise (red and blue). The CEO lock on this comb had 2.2 rad rms of phase
noise.

If we implement a post-processed correction, this effective band-
width could be higher. Interestingly, Fig. 8 shows the intersection
between 1

4 ∣Hdiff (TOF)∣2Sturb and Sosc is ∼1.5 Hz, so it does not
appear much bandwidth can be gained by doing this correction in
post-processing.

5. Measured vs modeled comb noise
The comb noise discussed in the text is defined as the residual

noise on a single frequency comb locked with both a 1f-2f car-
rier envelope offset (CEO) lock and a lock to an optical oscillator
(optical) lock. The simple model for the comb noise given in the
text is

Scomb =

⎧⎪⎪
⎨
⎪⎪⎩

10−45 f 2
+ 10−40 f 1/2 f < 105

5 × 10−20 f −3 f > 105

⎫⎪⎪
⎬
⎪⎪⎭

(s2 /Hz). (C23)

This model is compared to the measured comb noise in Fig. 14.
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