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Abstract
This paper presents an immersive virtual environment which allows the user to virtually explore and experience
special relativity, including phenomena such as Lorentz contraction, time dilation, aberration, and finite speed of
light.
Therelativistic-vehicle-controlmetaphor is introduced for navigating at high velocities. This is a physically based
camera control technique. Accelerations of the relativistic observer are investigated. Furthermore, tracking of
both the position and velocity of the user is considered.
A geometric approach to relativistic polygon rendering is described. The rendering pipeline is extended to ac-
complish the relativistic transformations in parallel. The implementation supports multiprocessing and multipipe
systems for fast rendering and the same frame rates can be achieved for relativistic visualization as for non-
relativistic rendering.
The new interaction techniques and a well performing implementation make possible a virtual environment that
provides an intuitive approach to special relativity.

1. Introduction

Einstein’s theory of special relativity is widely regarded as
a difficult and hardly comprehensible theory, even today—
more than ninety years after its publication in 19057. One
important reason for this is that the properties of space, time,
and light in relativistic physics are totally different from
those in classical, Newtonian physics. In many respects, they
are contrary to human experience and everyday perception,
which is based on low velocities.

In the real world, mankind is limited to very small veloc-
ities compared to the speed of light. For example, the speed
of light is a million times faster than the speed of an airplane
and 40,000 times faster than the speed at which the Space
Shuttle orbits the Earth. Even in the long term future, there
is no hope of achieving velocities comparable to the speed
of light.

Therefore, computer simulations are the only means of
visually exploring the realm of special relativity. The intent
of this paper is to present an immersive virtual environment
which allows the user to submerge into the world of special
relativity. An egocentric frame of reference is adopted. This
will enable us to experience special relativity right in front of
our eyes, including phenomena such as Lorentz contraction,

time dilation, aberration, and finite speed of light. Newcom-
ers and students will benefit from this intuitive approach, but
even people familiar with the theory will gain some interest-
ing new insight which is normally hidden by the abstract
formalism, cf. Section 8.

In addition to the issues related to normal non-relativistic
immersive virtual environments, the relativistic environment
essentially has two extra demands.

First, a computational model for relativistic rendering is
needed. Here, relativistic polygon rendering, which is based
on the apparent shapes of objects as seen by a relativistic
observer, is used. An additional step is introduced into the
rendering pipeline to account for relativistic effects. A par-
allel implementation of the relativistic transformations will
be presented. Therefore, on a multiprocessor system, rela-
tivistic visualization is achieved at the same frame rates as
non-relativistic rendering.

Secondly, a new means of interaction with the virtual en-
vironment has to be established. The focus is on an appro-
priate camera control mechanism. Therelativistic-vehicle-
controlmetaphor is introduced for navigating at high veloci-
ties. The intent of the virtual environment is to be as close as
possible to an important part of today’s physics. Therefore,
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the camera control should be based on physical laws. The
relativistic-vehicle-controlmetaphor consists of both active
and passive locomotion. Passive locomotion is implemented
in the form of travelling in a fast vehicle. The user con-
trols the movements of the vehicle by supplying informa-
tion about the current acceleration. Furthermore, the user
can walk within the virtual environment, which accounts
for direct, active locomotion. Image generation in the non-
relativistic situation is influenced by viewpoint and viewing
direction. Relativistic rendering, however, depends on the
current velocity of the viewer as well. Therefore, tracking
of both position and velocity in the virtual environment has
to be considered.

The contributions of this paper are:

� A geometric approach to relativistic polygon rendering.
� Treatment of the accelerated observer.
� The relativistic-vehicle-controlmetaphor, a physically

based metaphor for navigating at high velocities. Due to
the nature of special relativity, tracking of user’s position
and velocity is considered.

� Extension of the normal rendering pipeline for relativistic
rendering in parallel. With this technique, the same frame
rates can be achieved for relativistic rendering as for non-
relativistic rendering.

� An immersive virtual environment that provides a natural
and intuitive approach to special relativity.

The paper is organized as follows. The next section gives
a brief survey on previous and related work. The first part
is related to special relativistic rendering. The second part
addresses issues of virtual environments in general, and of
navigation and travelling within a virtual world in particular.
In Section 3, the mathematical foundations of the theory of
special relativity are introduced in so far as needed for rela-
tivistic visualization. In Section 4, a geometric approach to
relativistic polygon rendering is presented. Section 5 gives a
treatment of the accelerated relativistic observer. The equa-
tions of motion are presented, and it is shown how they can
be solved numerically. In Section 6, a virtual environment
for special relativity is developed. In Section 7, the imple-
mentation is described with focus on high performance ren-
dering and parallel algorithms. Section 8 shows results of
relativistic visualization and performance measurements. In
Section 9, the results are discussed and an outlook on future
work is given.

2. Previous and Related Work

Remarkably, the issue of visual perception in special rela-
tivity was ignored for a long time, or wrong interpretations
were given. Apart from a previously disregarded article by
Lampa18 in 1924 about the invisibility of the Lorentz con-
traction, it was only in 1959 that the first solutions to this
problem were described by Penrose22 and Terrell30. Later,
more detailed descriptions of the geometrical appearance of

fast moving objects were given by Weisskopf33, Boas1, Scott
and Viner28, and Scott and van Driel27.

Direct visualization of special relativity on a computer
was first presented by Hsiung and Dunn13. They proposed an
extension of normal three-dimensional ray tracing for image
shading of fast moving objects. This technique accounts for
relativistic effects on the apparent geometry as seen by the
observer. Hsiung et al.15 investigated relativistic ray tracing
in more detail and included the visualization of the Doppler
effect. Based on relativistic ray tracing, Hsiung et al.14 used
the temporal variation of the color of objects in the scene for
the visualization of relativistic time dilation.

Hsiung et al.16 introduced thetime-bufferfor fast visual-
ization of relativistic effects. Thetime-buffertechnique re-
sembles the normal z-buffer and can be mapped onto it. The
time-buffertechnique allows for relativistic polygon render-
ing. It makes use of contemporary computer graphics hard-
ware and achieves interactive frame rates. Gekelman et al.8

described the polygon rendering of a relativistically moving
cube. They mentioned the trajectory of an accelerated cube.
In their description, however, an integral along the trajectory
of every point on the object needs to be solved numerically,
which is time consuming and leads to a polygonal approx-
imation of the trajectory. Furthermore, for this calculation,
the velocity has to be known for all relevant times, but Gekel-
man et al. gave no description of how this velocity could be
determined. Chang et al.2 investigated the polygon rendering
approach in detail and gave a comprehensive presentation.
However, they did not consider acceleration at all.

A lot of research has been conducted on issues related
to virtual environments. An overview can be found, for ex-
ample, in 12; 5. Cruz-Neira et al.4 presented the CAVE, a
surround-screen, projection-based, immersive virtual envi-
ronment, which is also a model for the virtual environment
of this paper.

A number of researchers have addressed issues related to
user interaction in general. A survey is given in9; 19. Robi-
nett and Holloway25 described the main actions in virtual
worlds under control of a manual input device. Hinckley et
al.11 focused on interaction techniques relying on free-space
three-dimensional input devices. Jacoby and Ellis17 gave a
summary of menus in virtual environments.

This paper is focused on the issues of navigation and
locomotion in a virtual environment. Ware and Osborne32

described three interaction metaphors which they called
eyeball-in-hand, scene-in-hand, and flying-vehicle-control.
The eyeball-in-hand technique maps the position and ori-
entation data of a spatial input device directly onto the
viewpoint, whereas the scene-in-hand technique maps the
input onto the movement of the virtual world. For the
flying-vehicle-control, the velocity is controlled by the dis-
placement of the input device. They noticed that, with the
flying-vehicle-control, subjects adopted different metaphor-
ical analogies depending on the scene. For example, percep-
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tion could be similar to flying or to walking. The flying-
vehicle metaphor will serve as the basis for the development
of therelativistic-vehicle-controlmetaphor presented in this
paper.

Turner et al.31 introduced thevirtual-camerametaphor.
This is a physically based metaphor for controlling the cam-
era motion. They described an abstract physical model of a
camera object with parameters such as mass, moment of in-
ertia, and friction coefficients. The trajectory of the camera
is determined by classical, Newtonian mechanics. Some of
these ideas will be adopted for the relativistic situation in
Sections 5 and 6.

Chapman and Ware3 proposed a predictor-based feed-
back aid for navigating through virtual environments. Their
method provides the user with feedback on his current ve-
locity by showing future position and oriention of the view-
point. The predictor is a rectangular frame placed in front of
the viewpoint and represents the extrapolated position of the
viewpoint. In the relativistic simulation, the feedback to the
current velocity will be naturally induced by laws of physics
which change the perceived geometry, cf. Sections 6 and 8.

The world-in-miniature (WIM) technique29 allows a rapid
change of the viewpoint by manipulating a small virtual
model of the scene which is held in the hand. This is an ex-
ocentric frame of reference which gives a feeling of looking
in from the outside, whereas the other navigation techniques
described above establish an egocentric frame of reference.
In the relativistic simulation, the egocentric frame of refer-
ence dominates. An additional outside view, however, might
be useful for orientation and for the understanding of the vir-
tual world.

3. Lorentz Transformation

For a thorough investigation of relativistic visualization the
notion of spacetime and four-vectors has to be introduced. A
detailed presentation can be found in20; 21; 24. The time coor-
dinatet and the three spatial coordinates(x;y;z) describe a
point in spacetime and can be combined to form the position
four-vector

xµ = (ct;x;y;z) = (x0
;x1

;x2
;x3); µ= 0;1;2;3; (1)

wherec is the speed of light. The Lorentz transformation
connects two inertial frames of reference and leaves the
speed of light invariant. The Lorentz transformation is just
a change of coordinate systems between the associated in-
ertial frames. A generalfour-vectoris defined as a quantity
which has four components(b0;b1;b2;b3) relative to every
coordinate system and which are transformed in the same
way as the position coordinates(x0;x1;x2;x3).

By including translations of the frames of reference, the
Lorentz transformation is extended to the Poincaré transfor-
mation. Figure 1 shows a geometric approach to the Poincaré
transformation in the form of the Minkowski diagram. The

Minkowski diagram is a spacetime diagram without the co-
ordinatesy andz.
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Figure 1: Minkowski diagram showing two frames of refer-
ence, S and S0 respectively. The translation of the origins of
the two coordinate systems is explicitly marked. The differ-
ent velocities of the reference frames cause the rotation of
the axes of S0. Spatial rotation is not considered because the
Minkowsik diagram shows only one spatial dimension. The
projection of theEventonto the axes yields the coordinates
(te;xe) and (t0e;x

0

e) of the event in the two respective frames
of references, which provides a geometric interpretation of
the Poincaré transformation.

The Poincaré transformation can be divided into three
consecutive parts: translation, Lorentz boost (Lorentz trans-
formation without rotation), and rotation. The general
Lorentz boost, cf.20p.69, is given by
0
B@

γ �β γ nx �β γ ny �β γ nz

�β γ nx (γ�1)nx
2+1 (γ�1)nx ny (γ�1)nx nz

�β γ ny (γ�1)nx ny (γ�1)ny
2+1 (γ�1)ny nz

�β γ nz (γ�1)nx nz (γ�1)ny nz (γ�1)nz
2+1

1
CA ;

where~n= (nx;ny;nz) is the normalized direction of motion.
The velocity parametersγ andβ are defined by

β =
v
c
; γ =

1p
1�β2

;

with the velocityv.

Rotations can be computed as in the non-relativistic three-
dimensional case. Translation in spacetime is analogous to
translation in normal three-dimensional space and is based
on component-wise addition.

4. Relativistic Polygon Rendering

An egocentric frame of reference is adopted for relativistic
rendering. The scenario is as follows. The user, i.e. the ob-
server, is moving freely through a virtual world. The objects
of the scene are at rest relative to each other. For the explana-
tion of relativistic polygon rendering spacetime coordinates
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are used. In this framework, the correct visualization can be
derived by purely geometric operations. This geometric in-
terpretation allows for the treatment of the accelerated ob-
server.

Let us investigate the generation of a snapshot taken by
the relativistic observer. At the time of image production, the
observer is moving with velocity~v= (vx;vy;vz) with respect
to reference frameSworld. Sworld is the frame of reference
of the outside world. FrameSobs is a co-moving reference
frame with respect to the observer, i.e., at the moment of
image generation, it has the same velocity and direction of
motion as the observer. First, only a single point light-source
which is at rest inSworld is considered. In Figure 2, the asso-
ciated Minkowski diagram is shown. The linef(ct0;x0

e)jt
0g

denotes the world line of the point light-source. The inter-
section of the backward light cone with the world line of the
light source is denoted byE. E is the emission four-position
of the light reaching the observer at pointO. Once this posi-
tion in spacetime is determined, the coordinates ofE with re-
spect to frameSobs have to be computed. In the diagram this
can be done graphically as shown by the dotted lines, which
corresponds to the Poincaré transformation fromSworld to
Sobs.

In the following, the primed coordinates are with respect
to Sworld and the unprimed coordinates are with respect to
Sobs. In frameSworld, the time coordinate ofE can be com-
puted by

(x0
o
0

�x0
e
0

) =

q
(x1

e
0

�x1
o
0

)2+(x2
e
0

�x2
o
0

)2+(x3
e
0

�x3
o
0

)2;
(2)

wherexµ
e
0

denote the coordinates ofE and xµ
o
0

the coordi-
nates ofO in Sworld. With the Poincaré transformation de-
scribed in the previous section, the coordinates of the emis-
sion event inSobs can then be calculated.

Light travels along straight lines in four-dimensional
spacetime relative to every coordinate system and so does
it with respect to the restriction to the three space coordi-
nates. Therefore, the space coordinates(x1

e;x
2
e;x

3
e) determine

the direction of the incoming light in the reference frame of
the observer and represent the apparent position of the light
source as seen by the observer.

For polygon rendering, solid three-dimensional objects
can be represented by an approximation using a triangle
mesh. The vertices of the triangles hold information such
as color, material properties, surface normal etc., and can be
treated like the point light-source above. After the relativistic
transformation of the vertices, standard computer graphics
processing can be used for hidden-surface removal and the
projection onto the image plane. Standard hidden-surface re-
moval such as z-buffer gives correct results, since the spatial
distance of an emission event is directly related to its tem-
poral distance, cf. Equation 2. In frameSobs, the vertices
associated with “newer” events will correctly hide vertices
associated with “older” ones.

x
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Figure 2: Minkowski diagram showing the world line of
the accelerated observer with the co-moving reference frame
Sobs. The light source is at rest in reference frame Sworld. The
coordinates(te;xe) of the emission event E are determined
by projection onto the axes of Sobs.

When the geometrical transformation of a vertex is per-
formed relativistic effects on the illumination could also be
included. These are the Doppler and searchlight effects. The
Doppler effect accounts for a shift in wavelength of the in-
coming light and thus for a change of color. The searchlight
effect accounts for a transformation of intensity. However,
in the current implementation, only the relativistic effects on
the geometry are considered.

5. Accelerated Observer

The correct implementation of the accelerated observer
needs the world line of the observer to be parameterized
by the proper time. The proper time is defined as the time
measured by a co-moving clock and is thus the appropriate
measure of time for an egocentric point of view.

The proper timeτ is a Lorentz scalar, i.e. it is indepen-
dent of the frame of reference. The differential proper time
is given by

dτ =
q

1�β2 dt =
dt
γ

:

Classical quantities such as velocity and acceleration can be
extended to corresponding four-vectors.

The four-velocity is defined by

uµ =
dxµ

dτ
; (3)

and the components of the four-velocity are obtained by

u0 = γ c; u1 = γ vx; u2 = γ vy; u3 = γ vz; (4)
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where~v= (vx;vy;vz) is the normal three-velocity.

The four-acceleration is given by

aµ =
duµ

dτ
=

d2xµ

dτ2 : (5)

The user interaction determines the acceleration in the
observer frame because an egocentric point of view is
adopted. From a given three-acceleration(ax;ay;az) the
four-acceleration in the observer frame is obtained by

aµ = (0;ax;ay;az):

The four-acceleration is transformed into frameSworld by the
associated Lorentz transformation, cf. Section 3. The equa-
tions of motion, Equation (5), resemble those of classical
physics. The quantitiesaµ, uµ, xµ, and β are functions of
τ. The Lorentz transformation of the four-acceleration into
frameSworld causes a mixture of space and time components,
resulting in a coupled system of ordinary differential equa-
tions. The initial value problem is numerically solved using
Euler’s method, i.e. the four-velocity and four-position of the
observer are obtained for the following time step. Finally, the
trajectory of the observer in spacetime parameterized by the
proper time is obtained.

Note that special relativity is capable of describing ac-
celerations as long as gravitation is ignored. (Gravitation is
the domain of general relativity). This seems akward, since
Lorentz transformations are restricted to inertial frames of
reference. However, in every moment of time a co-moving
inertial frame can be found and results known from inertial
frames of reference can be used. The concept of co-moving
frames of reference enables us to deal with acceleration in
special relativity.

6. Relativistic Virtual Environment

Since relativistic visualization is inherently connected with
motion, a relativistic virtual environment has to provide
some kind of fly or drive mode. This paper introduces the
relativistic-vehicle-controlmetaphor for interacting with the
virtual world. In the following, the elements of this metaphor
are presented.

The following scenario is proposed. The user resides in
a fast vehicle which enables him to explore a static virtual
world. The motion of the vehicle is controlled by user input.
The spatial input device offers three translational degrees
of freedom, which determine the acceleration of the vehi-
cle in the respective directions. The user can turn the vehicle
around the axis of motion by rotating the mouse around this
axis. The front screen always points into the direction of mo-
tion, i.e. the orientation of the vehicle is changed by lateral
acceleration in a way that the front window is turned towards
the direction of motion. This way, the vehicle behaves very
similarly to a car or plane. The other important element of
interaction is that the user can freely walk within this vehi-
cle. The movement of the vehicle yields passive locomotion,

the movement of the person yields active, direct locomotion.
The situation is depicted in Figure 3.

motion
frame S

world

obs

vehicleframe S

frame S

Figure 3: Sketch of the virtual environment. The user can
walk within a moving, cube-shaped vehicle, whose motion is
controlled by user input. Both position and velocity of the
head of the user are tracked and, together with the underly-
ing motion of the vehicle, account for the relativistic trans-
formation. Reference frame Sobs is associated with the user,
reference frame Svehiclewith the vehicle, and reference frame
Sworld with the outside objects.

This scenario introduces an additional frame of reference.
In the following, the reference frame of the objects is de-
noted asSworld, the reference frame of the vehicle asSvehicle,
and the reference frame of the user asSobs.

Input from the three-dimensional mouse determines the
acceleration of the surrounding vehicle. The spatial midpoint
of the cube-shaped vehicle is chosen as the reference point of
frameSvehicle. The acceleration due to user input has effect
on the trajectory of this reference point. The treatment of the
accelerated observer in Section 5 is adopted for the reference
point. The path of the reference point through spacetime can
be calculated with the method in Section 5. It is assumed
that the coordinate systemSvehicle is a co-moving frame with
respect to the reference point. Thus, for every moment in
time, the frameSvehicle of the vehicle is known.

The normal three-position of the user within the vehicle is
measured by a head tracking device. The three-velocity is, in
principal, calculated by taking the difference of consecutive
positions. With Eqs. (1) and (4), the respective four-position
and four-velocity can be determined in frameSvehicle. The
Lorentz transformation fromSvehicletoSworld yields the four-
position and four-velocity of the user with respect to the co-
ordinate system of the objects. The Lorentz transformation
accounts for the relativistically correct addition of velocities
and for the Lorentz contraction of the measured distances.

Finally, the four-position and four-velocity of the user’s
head are used to accomplish relativistic polygon rendering
from Section 4. This way, the images are generated as seen
by the user.

In order to notice relativistic effects on the apparent geom-
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etry one has to change the “speed of light” or use different
time and length scales in the virtual world. For example, the
dimensions of the vehicle could be scaled to the range of
light seconds. Eventually, the “speed of light” is comparable
to the user’s walking speed. Therefore, the measured veloc-
ity of the user has to be limited to the speed of light by a
filter.

In addition to six degrees of freedom for motion, the
three-dimensional mouse provides three buttons. Accelera-
tion along the current direction of motion is accomplished
by moving the mouse while the left button is pressed. Ac-
cordingly, acceleration perpendicular to the current direc-
tion of motion needs the right button to be pressed. Pressing
the middle button enables the rotation of the vehicle. This
clutching mechanism allows the user to separately control
the various kinds of motion. It also overcomes the problem
of fatiguing which could occur when the user would be per-
manently holding the physical mouse.

To sum up, therelativistic-vehicle-controlmetaphor con-
sists of two main parts. The first element is a fast virtual
vehicle whose motion is governed by the relativistic equa-
tions of motion. The second part is the consideration of the
user’s movement within the vehicle. In the non-relativistic
limit, the relativistic-vehicle-controlmetaphor resembles the
flying-vehicle-controlmetaphor. At low speed, the main ex-
tension of therelativistic-vehicle-controlmetaphor is a phys-
ically motivated velocity control which is based on the ac-
celeration supplied by the user. The relativistic situation re-
quires the following extensions: solving the relativistic equa-
tions of motion, tracking of the user’s speed, and relativistic
transformation of the user’s position and velocity.

Input from magnetic tracking devices is affected by a lot
of noise. Therefore, the velocity calculated from consecu-
tive positions of the head is quite inaccurate. Since relativis-
tic image generation is very sensitive to velocity changes,
inacceptable fluctuations in the rendered images would be
caused by this method. To overcome this problem, the mean
value of the velocity in the lastn frames is used instead,
wheren is usually about four. The drawback is a higher la-
tency with respect to direct velocity tracking.

Application control, i.e. the communciation between user
and system which is not part of the virtual environment, is
implemented in the form of a three-dimensional menu float-
ing in the virtual world. The menu is an object which is
at rest in the vehicle and which is not subject to relativis-
tic transformations. Menu choices are selected with a virtual
laser pointer. Figures 6 and 7 show the menu during a typical
simulation.

The menus offer several options. For example, various
tracking models can be chosen. First, the physically correct
position and velocity tracking can be used, which was de-
scribed above. Second, tracking of only the position is sup-
ported. This option resembles normal tracking techniques.
Third, tracking can be disabled, which leaves the user with

passive locomotion which is induced by the motion of the
vehicle. The miscellaneous tracking techiques can be use-
ful to make step-by-step acquaintance with the relativistic
world. In addition to a fly mode with acceleration in all spa-
tial dimensions, a drive mode is implemented which sup-
presses vertical accelerations. This constraint helps to navi-
gate through flat scenes and can give the impression of walk-
ing. The user can hold the simulation at any time to take a
three-dimensional “snapshot”.

7. Implementation

The implementation of the relativistic virtual world runs in
the CUBE10, which is similar to theCAVE4 immersive vir-
tual environment. TheCUBE is a classical four side back-
projection system, consisting of three walls and a floor.
Stereo shutter glasses are used to achieve three-dimensional
imagery. A magnetic tracking device mounted on the glasses
provides information about the position and orientation of
the user. A three-dimensional mouse is used as spatial input
device with six degrees of freedom. TheCUBE is driven by
a Silicon Graphics Onyx2 system with 14 R10000 CPUs and
three InfiniteReality pipes.

The implementation is an extension of the non-relativistic
COVER renderer23. Rendering is performed using IRIS
Performer26; 6. The geometry nodes of Performer are ex-
tended and made aware of special relativity by subclassing.
The derived geometry nodes hold both the original vertices
and the transformed vertices which are actually rendered.

For optimal performance, Performer-based multiproces-
sor and multipipe support is used. The flow through the ren-
dering pipeline is modelled into application, culling, and
draw stages, which are partitioned into separate processes.
This enables the three stages to work in parallel. Figure 4
shows a diagram of the multiprocessor model. The appli-
cation stage handles user input und carries out the rela-
tivistic transformation, the culling stage traverses the visual
database, accomplishes view frustum culling, and creates
Performer-based display lists, the draw stage generates the
actual image. The number of processes for the culling and
the draw stages depends on the number of graphics subsys-
tems. The application stage, however, is always handled by
a single process.

The relativistic transformations are performed in the ap-
plication process for two reasons. First, in non-relativistic
simulations, the draw process takes much more time than
the application and culling processes. Therefore, no further
work should be done in the draw process. Secondly, the rel-
ativistic transformation is independent of the orientation of
the camera, i.e. several culling and draw processes in a mul-
tipipe system can use the same transformed vertices which
are computed only once per frame.

As shown in Figure 4, the application, culling, and draw
processes work on three different frames at the same time.
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Cull 2Cull 1

App 3App 2App 1

Time

Draw 1

App 0

Process 3

Process 2

Process 1

Period = 1 / Frame Rate

Cull 0

Draw 0

Figure 4: Multiprocessing model of IRIS Performer.App n
is the application process for thenth frame,Cull n andDraw
n are the respective culling and draw processes. The vertical
lines are frame boundaries, which are used to synchronize
the various stages in the rendering pipeline. In a multipipe
system, the culling stage and the draw stage, respectively,
are actually running in several processes, depending on the
number of pipes.

In order to separate the effects of these processes the trans-
formed vertices are held in so-called flux buffers. This means
that each process works on its own copy of the vertex buffer.
The flux buffers are cycled through as frames change.

Depending on the kind of scene and the graphics per-
formance, the relativistic transformations in the application
stage might delay the culling and draw stages. Therefore, an
additional multithreading model which computes the rela-
tivistic transformation synchronously to the application pro-
cess is implemented. The application process creates extra
processes which are synchronized at frame boundaries by
using semaphores. Since computation time for each vertex is
constant, load balancing is based on the number of vertices.
Furthermore, the transformation of a vertex is independent
of the other vertices and allows parallelism on a per vertex
basis.

This way, the rendering pipeline is extended by an ad-
ditional transformation of the vertices which is processed
concurrently to the other stages. Therefore, rendering per-
formance is limited by the draw process and the graphics
hardware only, and the same frame rates are achieved for
relativistic rendering as for non-relativistic rendering.

8. Results

Figures 5 through 10 show snapshots taken during typical
simulations.

Very interesting effects occur when the velocity is being
changed due to acceleration. Objects seem to move away
from the user when he is increasing speed towards the ob-
jects. Conversely, the objects are apparently coming closer
when the speed is being decreased. The situation is depicted
in Figures 8 through 10. The three snaphots were taken when
the user was accelerating.

The effects of acceleration can be explored in two ways.
First, there is an indirect approach by controlling the motion
of the surrounding vehicle. Secondly, the user can directly

change the velocity by walking through the virtual environ-
ment. Here, the interaction takes full advantage of velocity
tracking.

Several students of physics and other sciences had the op-
portunity to use the relativistic virtual environment. Some of
them were first time users of a CAVE-like environment who
took a little time to get used to stereo viewing and handling
the three-dimensional mouse. Afterwards, they needed only
a few minutes to become familiar with the relativistic inter-
action techniques. The restriction to acceleration in only two
dimensions proved to be very helpful for the beginners. Di-
rect locomotion was reported to be a very intuitive means of
interaction.

Performance measurements for the three test scenes are
documented in Table 1. They show that the same frame rates
are achieved for relativistic rendering as for non-relativistic
rendering. The frame rates are upheld during the whole sim-
ulation. The big test scene 2 is included to show the perfor-
mance of relativitic rendering under heavy load.

scene 1 scene 2 scene 3

number of vertices 21,198 135,907 20,786
number of triangles 18,770 113,397 19,864
non-relativistic rendering 14.2 fps 7.1 fps 19.0 fps
relativistic rendering,

single-threaded
14.2 fps 2.6 fps 14.2 fps

relativistic rendering,
multi-threaded

14.2 fps 7.1 fps 19.0 fps

number of additional
threads

0 2 1

Table 1: Rendering performance on an Onyx2 system with
14 R10000/195MHz CPUs. Two InfiniteReality pipes are
used for rendering onto four screens in stereo. The size of
a single screen is 1024*915 pixels. All frame rates are mea-
sured in frames per second. The frame rates for normal non-
relativistic rendering, for relativistic rendering with no ex-
tra threads for the relativistic transformations, and for rel-
ativistic rendering with multithreading are compared. The
last row shows the number of the additional threads needed
for the multithreaded relativistic transformations. The test
scenes are depicted in Figure 5 (scene 1), Figure 6 (scene
2), and Figure 7 (scene 3).

9. Conclusion and Future Work

In this paper an immersive virtual environment for special
relativity has been presented. This virtual environment al-
lows an intuitive approach to special relativity.

The relativistic-vehicle-controlmetaphor has been intro-
duced as an interaction technique for the relativistic virtual

7
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environment. Therelativistic-vehicle-controlmetaphor is a
physically based camera control technique that supports both
passive and active locomotion. The treatment of the rela-
tivistic observer has been described. Furthermore, relativis-
tic tracking of the position and velocity of the user has been
introduced.

The geometric approach to relativistic polygon rendering
allows the integration of the accelerated observer. Polygon
rendering is supported by contemporary computer graphics
hardware and is suitable for rendering in a virtual environ-
ment. It has been shown how the rendering pipeline can be
extended to perform the relativistic transformations concur-
rently to the other rendering processes. This way, the same
frame rates can be achieved for relativistic rendering as for
non-relativistic rendering.

Future work will cover several aspects. To improve navi-
gation and enrich the physical understanding, a second, ex-
ocentric view on the virtual world could be helpful. Similar
to the world-in-miniature (WIM) technique, an outside view,
which will be displayed in addition to the egocentric view,
will be investigated. In addition, space exclusion, i.e. colli-
sion detection, could serve as a visual feedback technique to
improve navigation. More sophisticated filters for velocity
tracking will be examined to reduce the latency in the direct
velocity control.

Furthermore, relativistic effects on the illumination by the
Doppler and searchlight effects will be included.

Finally, improvements of the rendering performance
will be pursued. Techniques known from standard non-
relativistic rendering will be adopted, such as occlusion
culling and adaptive multi-resolution methods.
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Figure 5: Saturn. Figure 6: Gallery scene with standard menu.

Figure 7: Simple box-shaped test scene with track-
ing options menu.

Figure 8: Acceleration of the vehicle. First snap-
shot with velocityβ = 0:892.

Figure 9: Acceleration of the vehicle. Second snap-
shot withβ = 0:949.

Figure 10: Acceleration of the vehicle. Third snap-
shot withβ = 0:968.
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