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Theinduced release of the energy stored in nuclear isomersin the form of anincoherent gammaburst
isof great scientific and technological importance. Powerful sources of induced gamma-ray radiation
could be obtained, which would be an intermediary step to the development of a gamma-ray laser.
High-energy nuclear isomers with very long lifetimes of the order of years and higher can serve as
good active media. For instance, a macroscopic sample of *®Hf"™ isomer stores about 1 GJ/g as
excitation energy of theisomeric state. Photonuclear reactionsinduced by red or virtual photonsare
the most promising mechanisms to release the energy stored by *"®Hf™ nuclei. Theisomeric nucleusis
excited to an intermediate level from which cascade to the ground state emitting y-photons. The
nuclear level density approaches one per keV at those excitation energies. Experimental investigations

by nuclear spectroscopy methods conducted in this work revealed that the decay of ®Hf™ is

vii



accelerated when the energies of the incident photons were tuned at about 20,825 keV, 11.15keV or
near the L; photoionization threshold of atomic hafnium at 9561 keV. In the first case, the presumed
mechanism was the direct photoexcitation of the m2 isomeric nucleus to a trigger level at about
2466.9 keV. There was a strong decay branch from this trigger level to the 11" level of the 8" band
that caused the accelerated emission of gamma photons from many of the transitions detected in the
unperturbed spontaneous decay. In the second case, atrigger level at about 2457.2 keV, that meant
11.15 keV above the 16" isomeric level, was mediating the energy release. Thedirect transition from
this level to ground state was observed. Other branches of its decay enhanced the y-emission of the
ground state band (GSB) members. In the third case, complex electron bridging mechanisms were
implied when incident X-ray photons were tuned at energies near the L3 photoionization threshold.
Those phenomena have been largely termed Nuclear-X AFS effects. They could induce afast release
of the energy stored by the isomer. The induced deexcitation cascade was by-passing the 8 band and
included the 130.2 keV and 642.5 keV trangitions, non-members of the spontaneous decay. At about
9567 eV, a sharp peak of the excitation function of the induced gammas indicated a nuclear
photoexcitation of another trigger level. The results of this research offer a much deeper
understanding of the processes governing the induced gamma emission by soft x-ray photons of
178Hfm2

and bring a step forward to the development of anew generation of energy storage devicesat

the nuclear scale with controlled release of stored energy.

viii



TABLE OF CONTENTS

DEDICATION . .. i e e e e e e et e e e
PREFACE. .. ..o
A B ST RA T . e
LISTOFFIGURES. .. ...t e e e
LISTOFTABLES. .. ... e e
Chapter 1: INTRODUGCTON. .. .. .oee et et et e ee ettt e e e e

Chapter 2: REVEW OF GENERAL CONCEPTS
- Nuclear Excitations. Nuclear |somers. NEET/EBM Processes- ......oooveveeen. ...

2.1 TheAtomic Nucleus. Collective and Quasiparticle Excitations. Isomers...................

2.2 Nuclear EXCItation PrOCESSES ... ....viit it et e et e e e e e e
2.2.1 Nuclear Photoabsorption. (y,y' ) REACHON .......c.oiiiiiiiie e
2.2.2 Nuclear Excitation Involving Inner-Shell Electrons. NEET. IEBM ...................

Chapter 3: EXPERIMENTAL METHODS AND INSTRUMENTATION FOR STUDY
OF PHOTON INDUCED GAMMA EMISSION OF "8Hf™

Irradiation Sources. Nuclear Spectroscopy I nstrumentation. DataAcquisition. .....

G A = Y00 U o>
3.1.1 Bremsstrahlung X-ray GENErator .......c..vuviriirie e e e e eee e
3.1.2 Synchrotron Radiation SOUICE.......c.vuiii it

3.2 X-Ray and Gamma-Ray Spectroscopy. Experimental Methods.............ccceevnnnne.
3.2.1 Radiation Detectors. lonization chambers. Semiconductor Detectors..............
3.2.2 Back-End Electronics. Pulse Processing Technique................cooiiveieenen
3.2.3 Multichannd Analyzer. Datalogging .........ocvueenseniiieiiiiieee e eeieeeen,

3.3 PC-based List-Mode Multiparameter Data Acquisition Sysem(DAQ) ...cooeevvvvnnnene

3.3.1 Experimental Setup and Data Acquisition for PIGE Investigation

in*"®Hf™ with Bremsstrahlung Radiation ..............ccoouueiieeeeie i

3.3.2 Experimental Setup and Data Acquisition for PIGE Investigation

of ®Hf™ with Synchrotron Radiation..................ooeeeeieeeee i e,

15
18
21

32
33
33
42

45
45
51
58

59

68

73



Chapter 4: GAMMA-RAY TRANSITIONS INDUCED IN NUCLEAR SPIN ISOMERS
BY BREMSSTRAHLUNG X-RAYS. ...t

4.2 Gamma-Ray TransitionsInduced in Nuclear SpinIsomersby X-Rays........ccccceeentn.
A R Y 0 -

V227 1 04 {00 LU Tox 1 oo SO

4.2.3 EXperiment andRESUILS .......ee i e

A.2.4 CONCIUSIONS ...t e e e e e e et e ee e
ACKNOWIBAGEMENES. .. .. e e

Chapter 5: INDUCED y-EMISSION FROM *"°HF™

BY SYNCHROTRON RADIATION ...ttt i e e e e e

ST R 1= = o PP

5.2 Tunable Synchrotron Radiation Used to Induce y-Emission
from31-year 1SomMer Of T8HF ... e

5.2.1 ADSITACE ..ot
5.2.2 INrOTUCTION ... .eee e e e e e e e e e e
523 EXperiment and RESUILS ........ccoiiiiiii i e i e
ACKNOWIEOGEMENTS. .. ..o e e e e e

Chapter 6: NEET/EBM MECHANISM FOR INDUCING THE y-EMISSION
FROM YBHI™ ISOMER ... ovieeee e e e e e,

6.2 Acceerated Decay of 31-yr |somer of Hf-178 Induced
by Low Energy Photonsand EIECtroNnS ............ovviii i iii i e

B.2.1 ADSIaCl ... et
B.2.2 INrOAUCTION ...ttt e e e e e e e e e
B.2.3 EXPEIIMENT ..ot
B.2.4 RESUIS ... ..ot
B.2.5  TIMING . ittt e e e e e
B.2.6 CONCIUSIONS ...ttt e e e e e e e e e e e e e e eree e e e
ACKNOWIBAGEMENTES. . . ...ttt e et aes
Chapter 7. OTHER MECHANISMS FOR INDUCING THE y-EMISSION

FROM Y HI™ ISOMER ......oooiiiiie it e

7.1 PIGE of Y®Hf"™ |someric Nuclei by 20,825 €V X-RayS............ccooeeeeeeeeiiiiiiiennnn.
7.2 The2457.20keVTrigger Level ... ... e

78
78
79
79
79
82
85
87

88
88



Chapter 8: CONCLUSIONS ...ttt et e

REFERENCES
VITA

Xi



2.1.

2.2.

2.3.

2.4.

2.5.

3.1.

LIST OF FIGURES

Angular momentum coupling in spheroidal deformed nuclei. | is the total angular
momentum of the nucleus, R is the collective rotation and j; is the single particle
component. K is the projection of | on the symmetry axis. €; denotes the angular

momentum projection 0f the i Particle.............ocoeeeeuueeeiiie e

The up-conversion scheme for induced gamma emission of nuclear isomers. The
resonant absorption of an incident X-ray photon is followed by the release of a

FIUOTESCENE CASCAAE ...ttt e e e e e e e e

a) Contributions to the total photon interaction cross section oy, of atomic photoeftect,
opn.E, coherent scattering, 6qon, incoherent scattering, Gincon, NUClear-field pair production,
k,, electron-field pair production, k., and nuclear photoabsorption, Gpu N

b) Total photonuclear cross section, SChematic VIEW ............coceeiiiiiiniiniininennn...

The fundamental atomic deexcitation processes. The probability of the NEET process
can have upper limits between 10~ — 107 relative to the total deexcitation process. Usual
probability of Auger effect is about 107, while the X-ray emission channel has a

probability close to unity [ Y. Ho et al., Phys. Rev. C 48,2277 (1993)]. «..cevvevvinninnn
Schematic presentation of the Inverse Electrom Bridge (IEB) mechanism ...............
Fractional absorption of the incident radiation in the substrate material of the isomeric

sample. About 4.2% of the 9.5 keV incident radiation is absorbed by the substrate

INALETIAL . o oottt

Xil

16

19

22

28

34



3.2.

3.3.

3.4.

3.5.

3.6.

3.7.

3.8.

3.9.

3.10.

Computer controlled Bremsstrahlung X-ray generator. Schematic diagram. ................

Direct measurement of the current passing through X-ray tube during a burst of
irradiation. The first 10 pulses are affected by the heating of the filament in the X-ray
tube which changed its impedance, but after that currents and voltages remained stable

for the last 90 pulses in a burst. The inset shows typical data for the last 90 pulses.........

Comparison of X-ray flux emitted during each pulse of a burst. Substantial reduction of
the end point energy of the bremsstrahlung component of the X-rays is observed during
the first 10 pulse of a burst. Higher stability can be seen in the energy endpoints of the

last 90 pulses in @aCh DUISL. ........uiiii e

Photon flux comparison between the initial and the redesigned X-ray device. The new

device is working at 80 mA, driven by a waveform synthesizer. ...............................

The distribution of the time of detection of X-ray photons produced by the X-ray device
during one irradiation pulse. It shows that there is a period of 2 ms of stabilized X-rays

0T L0T6 101o1 570 ) PP

(a) Synchrotron radiation facility — general view.

(b) Beamline prepared for XAFS measurement with ionization chambers. ................

Absorption spectrum of Cu-foil at K-edge photoionization threshold. The pre-edge peak

at 0=24.9405" is used for calibration of the monochromatic SRbeam. ......................

Pulse height spectroscopy and time interval measurement between the moment of

detection of a gamma photon andareference. ...............c.cooeiiiiiiiiiiiiiiiei

The reference signal for stopping the time-to-amplitude conversion in multidetector

coincidence experiments is delivered by an “AND” logic unit. .....................coee.n.

Xiil

36

38

39

40

41

43

48

52

56



3.11.

3.12.

3.13.

3.14.

3.15.

3.16.

3.17.

Monitoring the temporal structure of the SR beam with APD detector. .....................

Coincidence event validation as a result of simultaneous digitization of corresponding

Pulse height analysis of a GI-shaped pulse from the spectroscopy amplifier ..............

Pulse width distribution analysis of the pulses identified at the spectroscopy amplifier
analog output as a result of its digitization. Marked in black is the main peak of the
distribution, comprising well-shaped signals. The insets show typical pulses
corresponding to different ranges of the distribution. In the insets a) and b) in accentuate
gray are for comparison the “normal” shapes of signals from the main peak. The b), c)

and d) regions are pile-up effects, while the region a) are unfinished pulses. ..............

Contributions of different regions of the pulse with distribution to the y-spectrum.
Exemplified in inset (a) are the contributions of the unfinished shapes to the 325 kel
line. The width channel is denoted by “w”. The main peak of the distribution shown in
inset (b), 15 <w < 20, comprises the main and the sharpest contributions to the y-
spectrum. Smaller widths (w < 14) contribute to the left tail of the spectral line.
However their total contribution is not larger than 1.5 %. Inset (c) shows that the peak

at w =7 is generated by pulses with height under the spectroscopy amplifier threshold. ..

Experimental setup for PIGE study of '"*Hf with bremsstrahlung photons. ...............

Phase-time distribution analysis of gamma photons from the natural decay of '"*Hf"™
during one period of irradiation (16.6 ms). During the first 2.5 ms the high voltage (HV)
is applied on the X-ray tube. The spectroscopy amplifiers are blocked by EMI during the
fast transients of the applied HV. These periods are seen in the insets as sharp dead-time

periods of gamma aCqUISIEION. .....o.uieeiint ittt ettt e aneanns

X1V

57

62

64

65

67

69

72



3.18.

3.19.

4.1.

4.2.

4.3.

5.1.

5.2

5.3.

5.4.

5.5.

Experimental setup for PIGE study of '*Hf™ with monochromatic synchrotron

s Te 1510 ) 1 N

Irradiation and data acquisition schedule in experiments conducted at SR facilities .....

Schematic diagram illustrating the similarities between metastable states of atoms and
spin-isomers. States, if any, at lower energies than shown are assumed to be filled with

pairs of particles with antiparallel J. ..............oo i

Schematic diagram of the nuclear energy levels important in the spontaneous decay of

the spinisomer 7 HE ... oo

Data showing the enhanced gamma emission from the 16" spin isomer of ' "*Hf induced
by pulses of X-rays. For comparison and identification, spectra are shown that were
obtained without irradiation and that were scaled by the amounts shown. a) Irradiation

with 50 mA current in the X-ray tube, b) with 80 mA4 in the X-ray tube. ..................

Irradiation environment. (a) Absorption coefficient of the target measured in-line as a

function of SR energy during the different irradiations. (b) Measured values of SR flux.
Spectrum of the low-energy X-rays scattered by the target from the SR beam..............
Target alignment. (a) Hf(L,) fluorescence from the target as a function of vertical
displacement. (b) Absorption coefficient of the target measured in-line with the SR beam

narrowed to 0.1 mm vertical height.................o

Photon counts collected in the ROI(217), together with the fractional absorption

showing the Hf(Z,) edge. Intervals of SR energy used in analysis are shown. ............

Photon counts collected in the ROI(181+126) for the impurities and ROI(213+217) for
Hf, together with the fractional absorption showing the Hf{L;) edge. .........................

XV

74

75

81

84

86

93

95

96

98

99



6.1.

6.2.

6.3.

6.4.

6.5.

6.6.

6.7.

6.8.

6.9.

Energy level diagram illustrating the spontaneous and induced decay of the 31-yr isomer

Schematic drawing of the experimental arrangement. ............cccoveviieiiiineinenann...

Irradiation environment showing the absorption coefficient of the target measured in line
as a function of SR energy during a typical irradiation at SPring-8 in 2002 together with

measured values Of SR fTUX. . ... oottt

Profile of the SR X-ray beam scanned by the smaller dimension of the target as displayed

by the counting rate L, fluorescence............c.ooviiiiiiiiiiii i

Comparison of the energy resolution and amount of spectroscopic data reported by

different groups for experiments performed in 2002 at the SR facilities shown. .........

Fractional increases in the number of y photons collected in the ROI for the GSB of
'"*Hf together with the relative absorption coefficient scaled to fit the vertical range to
show the Hf(L;) edge. Data from three beamlines are shown as marked. The scale to the

right has been corrected for the duty cycle of the SR excitation. ...............ccceeeein..

Differences in the number of counts from y photons collected with SR incident and

DLOCKEA. oo

Differences in the counts collected in the y lines indicated. “Abs” indicates that the

baselines were obtained with the X-ray beam blocked as described in the text. .........
Plot of the APD response measured as a function of the phase of the cycle of transit of

the electron bunches around the storage ring at an average flux on the target of

2.2 x10" photons cm ™ S . o

XVl

114

116

119

120

122

124

127

128

132



6.10. Magnification of a part of the measured bunch pattern near the end of the vacancy....

6.11. Plot showing the induced decay of the isomeric nuclei as a function of the phase time of

7.1.

7.2.

7.3.

7.4.

the electron bunches around the ring. The upper panel shows the fractional increase of y
photons counted in the GSB when the target was irradiated at the phase times shown
over the amount of spontaneous emission collected when the SR beam was blocked with

I 11011 (<) U

(b) and (d) Plots of'the differences in counts between inbeam and baseline data obtained

SHf™ from the isomeric target when was irradiated with X-ray

in the spectrum of the
photons of about 20,825 eV. The dotted lines show the computed values of the 16 for
the difference.

(a) and (c) Plots 0f2% of'the referencedata ..............ccoooiiiiiiiiiiiii

(a) The excitation functions of the induced gamma emission of the 8 and GS band
members. They represent the fraction of the extra number of photons detected from the
discrete transitions of those two K-bands versus the tuned energy of the monochromatic

"SHf™ isomeric sample. The excitation functions peak at

SR beam incident on the
20824.89(20) eV for both group of transitions.

(b) The excitation function of the induced gamma emission of the 8 and GS band
members compiled together. The gaussian that fits the data is centered at 20824.89(20)
eV and has FWHM = 1.72(35) eV. The peak of the excitation function is identified with a

CONFIAENCE OF 4.8 G ..o e e,

Radioactive decay fit (T, = 4 s) of the time dependence of the ratio of induced y-
emission of the 8 to GS band members during irradiation with 20,820 - 20,825 eV X-ray
PROTOMS. ..o

178
f

The presumptive triggering mechanism of '"*Hf™ nucleus when the isomeric sample was

irradiated with 20.825 kel X-1ay photOnS.........coeviuiiiiiiiii e

Xvil

133

134

141

142

144



7.5.

7.6.

7.7.

7.8.

Comparison of measured enhancement of the GSB transitions with the coefficient of
absorption of the incident 9.567 kel X-rays at different positions of the isomeric sample
relative to the main axis of the SR beam. Also shown in comparison are the numbers of
X-ray photons scattered from the target seen by a SDD detector. The width of the
sample is about 1 mm same as the width of the SR beam spot. It can be deduced that
there is a stronger enhancement of the GSB members in off-axis position of the sample.
It results that the off-axis (even-order) SR harmonics have an important role in the

178

induced gamma emission of the '"*Hf"™ isomer. The harmonics comprised 10% of all of

the incident photons, during these measurements ................ocoiiiiiiviiiiiiinennn..

Comparison of inbeam and baseline y-spectrum at energies in the vicinity of the 16"
isomeric level of '"*Hf. To improve statistics, the data accumulated while scanning the
SR beam from 9555 eV'to 9575 eV are included together with the data from the off-axis
positions of the isomeric sample. Data identified as cold baseline were obtained from the
spontaneous decay measured off-site for a much longer period. An unknown y-line
arising only in the inbeam spectrum can be identified with a confidence of 6.5 ¢ at
2457.20(22) keV'. 1t is supposed to be a trigger level which has been excited by higher
harmonic components of the SR beam. The 2447.86 kel y-line arise from natural
background and served for spectrum calibration at those range of y-energies. ................

82 isomer has been

A new 7-line, not present in the spontaneous decay of the
identified in the spectrum of y-photons collected during irradiation of the isomeric
sample with monochromatic SR tuned from 9555 eV to 9575 eV. The new y-line arises
at 642.5(4) keV. The line has a Gaussian shape and a Gauss fitting was performed. There
is no evidence for structures in the residue. Also shown are fractions of the inbeam and

baseline spectrum which lead to the identification of the 642.5 keV'line .................

A presumptive excitation mechanism of the '"*Hf"™ isomeric nucleus to the 2457.2 keV’

trigger level. Incident second harmonic photons range from 19.110 keV'to 19.150 keV'. ..

Xviil

147

149

150

152



5.1

5.2

LIST OF TABLES

Comparison of the gamma-emission from isomeric Hf nuclei and from impurities in the
target. Data are presented as counts collected when irradiated with X-rays having
energies in the structure studied in comparison with results when irradiated with

“Baseline” energies proximate to those in the structure. ...........ccocevverevniinienccnenee

Integrated cross-sections obtained for the three structures for excitation of the '"*Hf**

isomeric population by NEET ...

XIX

100



CHAPTER 1

INTRODUCTION

The possibility of inducing the gamma rays from excited nuclear states has been studied
for more than four decades, and predictions about this possibility are know in the scientific
literature from very early times [1]. The use of X-rays to stimulate the decay of nuclear isomers
- the Photon Induced Gamma Emission (PIGE) - is at the focus of a great scientific and
technological interest, leading to the development of a gamma-ray laser (glaser). This would be
the ultimate form of power released as electromagnetic waves characterized by coherence and
directiondlity, the shortest wavelength emitted by the matter, and the highest photon density.

At thistime, just a controlled released of nuclear energy in the form of incoherent gamma
burst would be of great technological importance while being at the same time an intermediary
step to achieve a glaser by providing the means for pumping a gammarray laser. Such a device
could find its right place in a multitude of applications [2, 3]. Progress in advancing this
technology has already taken advantage of the highest electromagnetic energy densities that can
arise from phenomena at the atomic scale. To reach higher photon energies and flux densities
requires the excitation of states within the nucleus, because the greatest non-nuclear energy may
be founded in the movement of the nucleons, the nucleus congtituents.

In a smilar manner, with atomic electrons, the nucleons may absorb the photons of the
electromagnetic waves and make a transition to an excited quantum state of higher energy. The

deexcitation of nuclear exited states is usually dominated by spontaneous electromagnetic



emission and the transtion probabilities strongly depend on the intrinsic structures of initial and
final states. As in the case of atomic metastability, the selection rules may sometimes inhibit the
coupling of a nucleon motion to the electromagnetic field, making the lifetime of exited states
higher than the usua (~10™ s). However, the nuclear metastability phenomena are more
complicated and several physical mechanisms are responsible [4, 7], leading to the classfication of
the long-lived exited states as shape-, spin- and K-isomeric states [5]. They are commonly found
to exist in many different nuclides within a wide range of energies (from KeV to few MeV) with
half-lifes ranging from nsto years and even thousand of years. In principal, several isomeric states
may arise at different excitation energies within the same nucleus due to different mechanisms [6].

For practical redlization of an induced gamma emission device, nuclear isomeric materias
would be the right active medium. Nuclear isomers with very long lifetimes of order of years and
higher will fit best the needs for storing the energies for long period of times. That will alow
ex-situ input of the energy into the isomeric states through nuclear reaction mechanisms long
before the time of use. Because of the high excitation energies of some isomeric states, the
amount of energy that can be stored and that is able to be released as a pure electromagnetic
emission, can reach remarkable levels. A macroscopic sample of such an isomer will store orders-
of-magnitude more energy per gram than that available from chemical compounds [8].

For practical applications, once an active medium of isomeric materia is created, efficient
techniques must be used for releasing the energy stored in the nuclear isomers. Such a method
should be able to supply a controlled release of energy at different levels of power or at least to
enhance the natural decay by a constant fraction. That means it could gradually and efficiently
modify the half-life of isomeric states[9]. In order to design efficient techniques for modulating of

the isomeric decay, detailed theoretical and experimental studies are required to characterize



different isomeric materials and the different processes implied in the mechanism of triggered
gamma emission.

Many concepts have been put forward for the developing of an efficient dumping
mechanism of the isomeric energy. One of the most promising approaches is the X-ray triggering
into an up-conversion scheme [10], which implies the excitation of isomeric nuclei to some higher
mediating level with subsequent prompt decay to lower states by emission of gamma radiation or
by internal electron conversion. The giant pumping resonance (GPR) [11, 12] - a strong (y, y’)
photonuclear resonance reaction - it is aready known [13] as an efficient dumping mechanism of
isomeric energy via K-mixing gateway states [7]. Such states are common in the island of masses
near 180, usualy lying at few MeV from the ground state of those nuclei [6, 7]. Long-lived
isomers with energy in the proximity of the K-gateways are very attractive candidates for mass
storage devices because they require low input energy in order to be excited to the intermediate
states. If the required energy is comparable with inner-shell transitions of surrounding electrons,
more efficient nuclear excitation mechanisms may be based on higher-order nuclear excitation
processes. Most widely known candidates for such effects include second-order non-radiative
process of nuclear excitation via resonance electron transition (NEET) [14] with the same
multipolarity, via electron capture from the continuum by a vacancy in an electron shell (NEEC)
[15] and nuclear excitation via a third-order mechanism which is referred to as the inverse
electron bridge (IEB) [16].

Other proposed mechanisms effectively can influence the life-time of the isomeric states.
These mechanisms are based on the inter-equilibrium that exists between the electronic-shell
structure and the nuclear structure. For example, the probability of the internal conversion

process, one of the fundamental nuclear decay channels, depends directly on the presence of



electrons in the corresponding atomic state. lonization of one of these shells leads to an increase
of the nuclear state half-life. Also, there are dtuations when the ionization results in a sharp
increase in the total probability of the nuclear isomer decay. Responsible for that can be the bound
interna conversion (BIC) [17] or electron bridge mechanism (EBM) [16].

It may be concluded that there are many possibilities for inducing the energy release of
nuclear isomers, one or another mechanism may dominate for a specific isomer. A list of most
advantageous isomeric materials was necessary [8, 11], taking into account a set of parameters
such as the excitation energy of the isomeric state and its half-life, the cross section for potential
mass production and possible mechanisms for inducing the energy release. It was clearly
established that *®Hf™ [18] is one of the most interesting isomers from the perspective of energy
storage. The I™ = 16" isomeric state has 31-years half-life and is lying at about 2.446 MeV [19].
The isomer is not naturaly occurring and at present is not available in amounts larger than about
10" atoms in the m2 state. It was established in 1995 [20, 21] from experimental systematics for
the photoexcitation of neighboring isomeric nuclei that it might be possible to trigger gamma

emission from 8Hf{™

ina(y, y') reaction using incident X-rays having energies on the order of
300 keV or less. This fact is of special technological interest because of the availability of high-
intensity flux and low cost X-ray sources, and because of the high energy gain obtained.

The Center for Quantum Electronics (CQE) of The University of Texas at Dallas (UTD)
was the first laboratory in the world which reported successful efforts for induced release of the
energy stored in the *®Hf™ in 1998 [22, 23]. A commercial X-ray generator was used to irradiate

a sample containing 6x10™ isomeric nuclei. Up to now, continued efforts have been done in order

to add new details to the description of the induced deexcitation mechanism.



This thesis summarizes the author’s contribution to the recently published papers and it
fals into 8 chapters. This introduction is followed by subchapter 2.1 which review the nuclear
structure in the 180 mass-region and the nuclear K-isomerism phenomenon. Subchapter 2.2
review the nuclear photoexcitation processes with special emphasize on higher order excitation
processes, such as NEET and |EB mechanism. Chapter 3 presents experimental aspectsimplied in
studying of PIGE on *™Hf™ by nuclear spectroscopy methods. The first subchapter is a
description of the X-ray sources used in this work for irradiation of the isomeric samples,
accentuating on the author contribution to the redesigning and characterization of the
Bremsstrahlung X-ray device. It follows subchapter 3.2 which review standard methods and
instrumentation used in X- and y-ray spectroscopy. Subchapter 3.3 presents an origina data
acquisition system designed and implemented by this author for single spectra and y-y coincidence
measurements, and also for time-resolved measurements in experiments with Bremsstrahlung and
synchrotron radiation. The successful results in the inducing of the gamma emission of *"®Hf™
isomeric nuclel are presented in the chapters 4, 5, 6, and 7, while chapter 8 summarizes the main

conclusions of the experiments conducted in this thesis.



CHAPTER 2
REVEW OF GENERAL CONCEPTS

Nuclear Excitations. Nuclear |somers. NEET/EBM Processes

2.1 The Atomic Nucleus. Collective and Quasiparticle Excitations. Isomers

The concept of the atomic nucleus was first advanced by Rutherford in 1911 [24], who
showed that all of the positive charge and almost the entire atomic mass are concentrated on acentral
nuclear core with radius of the order of 10° that of the atomic radius. The nucleusis now understood
to be a quantum system composed of protons and neutrons. In addition to its atomic and mass
numbers, anucleusis also characterized by its Size, shape, binding energy and half-lifeif it isungtable.

Over time different theoretical models have been developed to explain more or less of the
nuclear structure. Two broad classes of models have been proposed: independent particlemodelsand
collective models. The Independent Particle Model known as Shell Model or Single Particle Model
[25-28] is similar to the atomic model, where electrons arrange themselves into shells (degenerate
single particle states) around the nucleus under a central force potential. I n the same way, the motion
of each nucleon is determined by an average spherica symmetric potential due to the average
attractive force of the other nucleonsthat are considered to be static. The alternative Spherical Shell
Model [25-28] best describes spherical nuclei with a spherical Woods-Saxon (WS) potential [29]
coupled with a strong spin-orbit potential. This term arises from the coupling between the intrinsic
angular momentum (s) and orbital angular momentum (£) of the each individual nucleons, the so
called j-j coupling, with j = £ + s. The energy levels of each j-shell are (2j+1) degenerate and are
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labeled by my (the projection of j). The WS potential together with the spin orbit term can be

expressed as [29, 30]:

V
Vm(r):'w+vsol>€ (2.1)

where R is the radius of the nucleus, r is the radial distance from the center of potential, a isa
parameter that determines how sharply the potential increasesto zero and V, definesthe depth of the
potential. Theform of this potential is somewhere between a simple harmonic oscillator and a square
well potential. The spin-orbit potential gives the proper separation of the subshells.

There are separate energy levelsfor protonsand neutrons, the arrangement of the nucleonson
levels respecting the Pauli principle, which require that each nucleon have a unique set of quantum
numbersto describe its motion. The ground state of anucleus has each of its protons and neutronsin
the lowest possible energy level. Exited states are then described as promotions of nucleonsto higher
energy levels. Closed shells occur at proton and neutron “magic numbers’ (2, 8, 20, 28, 50, 82, 126,
184) where there are large energy gaps between successive nuclear orbitals. At these shell closures,
the binding energy of thelast nucleonismuch larger then the corresponding value in the neighboring
nuclei, double magic nuclel are very stable.

The spherical phenomenological single-particle model succeeds in the explanation of the
magic shell closures and of the properties of nuclei nearby, but needs modifying to describe nuclel
with many nucleons outside closed shell. The residua interaction between these many valence
nucleons may be more simply described in terms of deformed potential, which takesinto account the
collective behavior of the nucleus.

The Collective Models[26-28, 30] treat anucleuslike acharged incompressibleliquid drop of

constant density and with asharp surface whose motion may produce surface oscillations around the



equilibrium shape. Further it may rotate if the nucleus is permanently deformed, that meansif it is
deformed in its ground state. The nuclear surface may be described by an expansion in spherical

harmonics functions with time dependent shape parameters as coefficients [30].

R@.J )=RE+& &a,Yn@i )3 (22)

=2 me- | 2
where R, isthe radius of the spherical nucleus and oy, (not all independent) are the coefficients of the
spherical harmonics Y,,(0,9). The quadrupole deformations (A = 2) predominate, giving the main
nuclear shape symmetries. prolate (elongated form), oblate (flattened form) and triaxial, besidesthe
spherical symmetry. Only the first two deformations enumerated above have axial symmetry
(B = a0+ 0), describing spheroidal nuclei. Octopole deformations (A = 3) - the principal asymmetric
modes of the nucleus - describe reflection asymmetry in the nuclear shape, that gives the nucleus a
shape similar with that of a pear. A direct consequence of deformations to the movement of single
nucleons is that the orbital angular momentum and the intrinsic spin are no longer good quantum
numbers in axially symmetric nuclel. The energy of the states of each single particle depend on the
gpatial orientation of the orbit, that means the energy depends on the component (Q2) of angular
momentum j projected along the symmetry axis of the core (figure 2.1). This component becomesa
conserved quantum number together with the projection K on the symmetry axis of total angular
momentum (1) of the nucleus. Levels with £Q have the same energy due to reflection symmetry of
axially symmetric nuclel, so that each state is doubly degenerated, The ordering of these levels
depends on the particular shape of the nucleus. For prolate nuclei the states with the lowest Q values

are most tightly bound whereas for oblate nuclei, the highest Q orbital occurs lowest in energy [30].
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Figure 2.1. Angular momentum coupling in spheroidal deformed nuclel. | isthe total
angular momentum of the nucleus, R isthe collective rotation and j; isthe
single particle component. K isthe projection of | on the symmetry axis. Q;
denotes the angular momentum projection of the i" particle.
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The Collective Model [26-28, 30] describesthe nuclear collective vibrations astridimentional
harmonic oscillations of the nuclear surface defined by (2.2), around an equilibrium surface, in this
case, the phonon (the vibration quanta) of multipolarity A, carry the energy. The vibration states are
equally spaced, being about 1 MeV for medium height nuclei. In addition to the vibration around the
equilibrium shape, the nuclel with permanent non-spherical equilibrium shape may rotate asawhole
preserving both the deformed shape and the internal structure. While the most common deformed
nuclear shape is spheroidal, the Symmetric Rotor approach [26-28, 30] treats the nucleus as having
axial symmetry and is rotating around an axis perpendicular on the symmetry axis. Associated with
this rotation is a sequence of rotational energy levels with energies described by the | (1+1) rule,
where | isthetotal angular quantum number of the nucleus. Such levels are well identified inthe mass
regions 150 < A < 190 and A > 220, which are both well away from closed shell region. The
rotational motion depends on the deformations and is far slower than the vibrational and internal
motion. The correct picture of arotating deformed nucleusis a stable equilibrium shape determined
by nucleonsin rapid internal motion in the nuclear potential.

Collective excitationsdominate the low energy spectraof Z-even, N-even nuclei. Inthe mass
region A < 150, the even-even nuclel are generally treated as spherical nuclel with vibration spectra,
and agood approach isamodel based on quadrupole vibrations about a spherical shape. The mass-
regions 150 < A < 190 and A > 220 are characterized by permanently deformed nuclei exhibiting
rotational spectra. In fact, vibration and rotation motions coexist in deformed nuclei; the Rotation-
Vibration Model describes the even-even spectra as rotational bands built on the vibrationa states.

In the odd-odd and odd-A nuclei additional complexity appears from the influence of the

individual motion of the unpaired nucleons. The picture isthat of a one neutron and/or one proton
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added to a collective even-even nucleus so that excitations of both collective and single-particle are
possble and in generd are coupled. The Particle-Rotor model is widely used to interpret the low-
lying spectraof odd-A nuclel. The model includes a single-particle Hamiltonian describing the particle
motion in an average deformed nuclear potential, arotational Hamiltonian describing the rotational
motion of the even-even core, and a residual Hamiltonian for adding residual interaction such as
pairing.

Many versions of the single-particle Hamiltonian have been tested, these differ either in the
form of the potential or in the parameterization of the shape [28]. Such potential may be easily
obtained by extending the spherical form of WS potential (2.1) to deformed nuclei by taking into
account the parameterization (2.2) [30]. The mostly used potential is the modified harmonic oscillator
(MHO) or deformed Nilsson potential [31, 32] which comprise, as the name says, an deformed
tridimentional harmonic oscillator potential together with the spin-orbit force and the £ - <¢*> term
introduced to simulate the fattening of the nuclear potential at the center of the nucleus. The Nilsson
single-particle orbitals are labeled by the asymptotic quantum numbers Q[N n, A], where N isthe
principal harmonic oscillator quantum number and n, isthe number of oscillator shell quantaalong the
symmetry axis. The parity of the state is defined by = = (-1)". The projection of the orbital angular
momentum (£) on the symmetry axis is denoted by A (figure 2.1).

The pairing interaction - the most important residual interaction - istreated intermsof BCS
model [28]. It reflects the nucleon-nucleon interactions which results in favoring even-even nuclei
over odd-N and/or odd-Z nuclel, and thus the binding energy due to pairing is higher for even-even
nuclei making them more stable. The net effect isacompression of the single-particle-level energies,

which can be 1.5to 2 times. The single-particle-level corrected for pairing istermed as quasiparticle-
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level. In the strong-coupling limit, which is associated with large shape deformations, the
guasiparticles are coupled separately at the symmetry axisin states characterized by their components
of angular momentum ; along the symmetry axis (figure 2.1). Pair-breaking particle excitationsare
termed as quasiparticle excitations, adding more quasiparticles to the even-even core nucleus. This
may result in states with high total spin and high K-projection (K =X Q).

Therotational Hamiltonian addsrotationa energy statesto the system. The spectrum consists
on bands of rotational states built on each quasiparticle state. The spin of the states takes certain
restriction when [26-28, 30]

K=0:1=2,4,6 (2.3)

K£0: 1=K, K+l K+2, ...

The structure of rotational bands (2.3) shows how the collective picture of the nucleusalows
successive levelsinto a band having a spin difference of one or two unitsfor angular momentum and
the same parity. The electromagnetic transitions between such levels should obey the general selection
rule which states that the multipolarity L and parity p of a g trangtion (Ki, l;,pi)) ® (Kg,ls,ps) are
subject to (2.4) restrictions[26-28, 30]. An additional requirement isthat no radiation of null multiple
order can occur.

Yali- 1 2EL £+ 1% p=p; ps (2.4)

DK =v2K;- K ¥E L

The probability of the allowed transitions depends on the energy and the multipolarity of the
trangition, but more sensitive to thewave functions of the nuclear levelsinvolved. The selectionrules
permit several multipoles to be emitted; the lowest permitted multipole usually dominates, while the

emission of superior multipoles is less probable by orders of magnitude. The electric multipole
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emission is usually more probable than the same magnetic multipole (of courseit can not exist inthe
sameradiation field). Also, it may be stated that the inter-band electromagnetic collective transitions
are most probable than the intra-band transitions, because in the latest case large changes in spins,
shapes and quasiparticle configuration may berequired. That iswhy in general, thetranstionsstarting
from bandheads are less probable. A low transition probability to any lower energy level resultsina
higher half-life of the exited state, leading to nuclear isomerism.

There does not exist a strict definition of the minimum half-life that an exited state should
havein order to qualify asisomeric sate. Practically, the isomeric half-life should be longer than that
of the most of the exited sates, and this limit is generally considered to be in the order of
nanoseconds. Anisomer may deexcite by one or more established radioactive decay modes, such as
a-, B- or y-ray emission, but being retarded or hindered because of significant changes in the shapes
and angular momentum, that are the basis of the occurrence of the isomers. From this perspectivethe
nuclear isomers can be classified in shape-, spin- and K- isomers[5]. In the shape-isomer classcanbe
found the fission isomers for which decaying back to the ground state by y-ray emission competes
with fisson into two lighter nuclel.

A more common form of isomerism is the spin-isomerism [5]. It occurs when the nuclear
decay to the lower energy states by electromagnetic processes requires alarge changein nuclear spin,
strongly lowering the transition probability. If the nucleus is permanently deformed with spheroidal
symmetry, the electromagnetic decay probability depends not only on the magnitude of the nuclear
angular momentum vector, but also on its orientation relative to symmetry axis, denoted by K
guantum number. The K-selection rule (2.4) requires that the multipolarity of the decay radiation to

be as large as the change in the K-value, so that a large K-changing transition is strongly hindered,
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resulting in along half-life. Thisisthe K-trap mechanism responsible for theK-isomersinthe 150-190
massregion. | somerswith 2- or 4-quasiparticle are commoninthisregion[5, 6, 7] that aresgnificant
for modulated PIGE decay.

The experimental identification of K-forbidden transitions demonstrates that there are
symmetry-braking processes that make K an approximately good quantum number and that thereare
mixings of these quantities [6]. The quantity

n=AK —L (2.5)
expresses the degree of K-forbiddenness, which establishes the degree of hindrance of the
corresponding transition [5, 6, 7]. Empirically, each K-forbiddenness unit reducesthetransitionrate

by afactor of 10° approximately [6, 7]. For example, the K™ = " = 16" state of the °Hf™

[18] isomer
has 31-years half-life[19]. This state decay predominantly to the ™ = 13" member of the K™ = 8 band
by an 13 keV electric octupole (E3) transition that requires a total orientation change of angular
momentum vector of AK = 8 units. Thisleadsto aforbiddenness degree n = 5 units and a hindrance
factor is about 10" which explains the long half-life of theisomer. Therefore, the *"®Hf™ isomer is
simultaneously a spin-trap (L > 1) and a K-trap (L < AK). Its high-K quantum value is the
consequence of its 4-quasiparticale structure that is explicitly presented in the subchapter 4.1. If the
K-trap was not to occur, a haf-life of about 100 mswould be expected for the 13 keV transition [6].

Different mechanisms such asy-tunneling [7, 33, 68] or the Coriolis effect [ 7, 34] have been
proposed to explain the decay of the nuclear configuration where a K-forbiddentransition takes place.
In addition, when two levels of the same spin and parity lie close in energy, the wave-functions of

low-K and high-K states can mix, effectively reducing AK and resulting in afaster transition. Which

permits transitions that otherwise, would be completely forbidden [7].
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It indicates that the K-mixing phenomena have an important role in PIGE with high-K
isomers. The mixing levels in the higher proximity of the isomeric state will efficiently work as
gatewaysinto an up-conversion triggering scheme. On the other side, same factorsresponsiblefor the
K-mixing of the gateway states may contribute to the K-mixing of the isomeric state increasing the
probability of spontaneous emission and so, lowering its long-time energy storage capability. From

this perspective, 1°Hf™

isomer is the most promising media for an energy storage and controlled
release device. That is because it has a high excitation energy and long half-life, and indications of

K-mixing gateways in the higher proximity of the isomer already exist [63-66].

2.2 Nuclear Excitation Processes

Theenergy stored in along-lived nuclear state isusually released spontaneous by gamma-ray
emission or internal electron conversion with a total rate determined by the haf-life of the
corresponding isomeric state. Triggering or “dumping” of an isomeric nucleus implies an induced
release of that energy. | someric states which differ substantially in spin from the ground state can not
be dumped or populated directly in photoinduced reactions due to the low transfer of angular
momentum by photons, as presented in previous paragraph. The proposed method is called
up-conversion scheme [11] that excitesthe isomeric nucleusto some higher short-lived intermediate
states with subsequent prompt decay to lower states by emisson of y-radiation or by internal
conversion processes (figure 2.2). The K-mixed states would work best as triggering gateways of
K-isomers. Therefore, thefirst step of an up-conversion scheme should be one of nuclear excitation

starting from an isomeric state, and this process should be externally controlled.
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Figure 2.2. The up-conversion scheme for induced gammaemission of nuclear isomers.
The resonant absorption of an incident X-ray photon is followed by the
release of a fluorescent cascade.
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Nuclear excitations may take place dueto the interaction of the nucleuswith electromagnetic
radiation (i.e. radiative excitation by absorption of externally produced X-rays) or with particlesand
generaly are not associated with the atomic electrons outside of the nucleus. However, there are
several processes in which the inner-shell electronstake part in the excitation of the nucleus and may
become important when the excitation energy is comparable with the binding energy of the atomic
electrons[14, 16].

Interaction of photons with atomic systems is complicated and many processes could take
place, with one or two dominating interactions in different ranges of incident photon energy. In
general, one can assert that the interaction between X-ray or y-ray and atomic systems are single,
identifiable process, characterized by a cross section. Such an interaction may primarily be a
scattering event or may essentially be an absorption process, due to both the electronic and nuclear
parts [28].

Inatoms, asin nuclei, the elementary processes induced by incident photons may be classified
into a number of phenomenologica distinguishable types. There are coherent scatterings from the
atoms (Rayleigh or electron resonance scattering) or from nuclel (nuclear Thomson and nuclear
resonance scattering). When the energy of the gammarrays becomes much greater than the binding
energy of electrons or of nucleons, incoherent Compton scattering from the individual nucleons or
electronsintheatomwill occur. On the other hand, there are two discernable absorption processesin
which the energy of the incident photon is completely absorbed. In the first one, designated as
resonant absorption, the atom or the nucleus makes atransition to areal or virtual excited state. The
second process, inwhich anucleon or electronisdirectly gjected, leaving theresdua nucleusor atom
into alow-lying state. Besidesinteracting with electrons and nucleons, gammea-rays can also interact

with electric field surrounding electrons or nucleons. The incident photons may be absorbed in
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electron-positron pair production or scattered by virtual electron-positron pair (Delbriick scattering)
if the photon energy is greater then 1.02 MeV. A schematic illustration of the energy dependency of
cross sections of the principal elementary processes enumerated above as a function of the incident
photon energy is presented in figure 2.3 @), with an expanded view of the total photonuclear cross

section in figure 2.3 b).

2.2.1 Nuclear Photoabsorption. (y, y') Reaction

Intheinteraction of y-rayswith nuclei the excitation of nuclear levels occurs either asaresult
of photoabsorption or in inelastic scattering of photons. A schematic illustration of the energy
dependency of the total photonuclear cross-section (opnn) as a function of the photon energy is
presented in figure 2.3 b). The dominant feature of opn iSthe broad peak corresponding to the giant
resonances, the most important of which isthe giant dipole resonances (GDR) [27, 28], described in
the liquid-drop model as collective vibrations of proton fluid against neutron fluid as awhole. The
energy of GDR peak is roughly located at 60A ™ MeV [28], typical values are in the range of 10 to
20 MeV. The continuous shape of GDR begins at energy in the closed proximity of the threshold for
particle emission where acompound nucleus may result. Thisis a state of extreme excitation which
may decay by y-emission, particle emission (protons, neutrons, alpha particles) or fisson. Like any
other quantum-mechanical system, it can be excited only to itsdiscrete energy levels. If the widths of
these levels are larger than the distance between resonances, the total absorption cross section will
have a continuous shape. At lower incident photon energies, below the particle emission threshold,
collective and single-particle excitation may occur resulting in sharp scattering resonancesasshownin

figure 2.3 b).
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Making the assumption that the excited level is isolated from other levels and that it has an
total intrinsic width (FWHM) I' =T'; + I'; much less than the transition energy E, = E; — E; shownin
figure 2.2, the single level resonant absorption cross section of incident gammaradiation with energy

E,, has a Breit-Wigner (BW) form [28, 30]:

P GG (2.6)
2k* (E, - E))+G /4

sq(E)=9

where k is the wave number of incident radiation and I, is the corresponding radiative nuclear
transition width, coincidewith T'; inthe context of the up-conversion mechanism shown infigure2.2.
The gatistical factor g takes into account the spin-multiplicities of the initial and final states.
Replacing in the numerator of equation 2.6 the total intrinsic width I" with the partial width I, of the
decay from the gateway [2> to the fluorescence level [3>, one may obtain the expression of the cross
section for the induced decay to the |3> level viaintermediate level |2>. The population transferred
from initial state (isomeric state in this case) to the fluorescence level by an incident radiative field
with aspectral flux density F(E), can be expressed asN = Nig, |s (E)F(E)dE. For narrow resonances,
such the levels below the particle evaporation threshold, the BW form may be approximated by a
d(EsEo) function [28]. In this context, the integrated cross-section becomes sI” = |s(E)dE =
= (N/Niso)* (1/F(Ep)), which may be determined experimentally from the measured values of the of the
fluorescence yield N/Nis, and of the irradiation flux density F(Ey).

Such measurements were performed for thefirst time by the Center for Quantum Electronics
of the University of Texasat Dallas[13]. Anintegrated cross section of 1.2 x 10%° cnkeV has been
found for the **°Ta"(y,y)®Tareaction channel viaanintermediate state of narrow band of statesnear
2.8 MeV[11]. The absorption mechanism discovered has been called giant pumping resonance (GPR)

[11, 13)].
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2.2.2 Nuclear Excitation Involving Inner-Shell Electrons. NEET. IEBM.

At very low energies, below 150 keV, the effects on the atomic structure dominate the
interaction of photonswith matter, prevailing the photoelectric effect. Photoelectrons may be gected
fromany of K, L, M,.. shellsof theatom. Theionization cross section of the inner-shell ectronswith
the binding energy E;, by incident photons with energy closed to the threshold of ionization,

(E,- Ei) << Ei, may be expressed as [35]:

,.8/3
s @.27 ;28659 “ 107 (cm?) (2.7)
(Z- b) éEg p
where B is the number of electrons screening the motion of the consdered electron. The
photoionization cross section has a maximum near the threshold energy of ionization E; and it
diminishes with an increase in the photon energy (figure 2.3).

When an inner-shell vacancy is created, two fundamental channels may contribute to the
deexcitation of these atomic exited states. X-ray and Auger electron emissions. Inthefirst process, as
shown in figure 2.4(a), an electron in a higher-energy level transits and fills the hole with a photon
emission. In the second process shown in figure 2.4(b), the electron in high level fills the hole and
ionizes another outer shell electron viaavirtual photon exchange. Also, if there exist free electrons
near to theionized atom, the atom may capture one of the free electrons with emission of radiation.
This process is known as radiative-recombination.

In addition to these processes, there isthe possibility that the excess energy released inatomic
deexcitation or recombination processesto be near-resonantly absorbed by the nucleusconducting to

anuclear resonant excitation. It means that nuclear excitations may follow the electronic transitions
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between two bound states, the processisknown asnuclear excitation by electron transition (NEET)
[14], or it may follow afree-to-bound electron transition, such case known as nuclear excitation by
electronic capture (NEEC) [36, 37], whichisthe exactly inverse processof internal converson. These
higher-order processes become important only when the selection rulesforbid faster modes or when
the trandition energy islow. The NEET processwasfirst considered theoretically in 1973 by Morita
[14]. He pointed out that an atomic inner-shell vacancy might decay by other than the two usual
modes, X-ray and Auger-electron emissions, if the atomic and nuclear states have closely matching
transition energies and also involve the same changes in spin and parity. Thus, excitation energy is
transferred from the atomic electron system to the nucleus of the same atomic system viaanear-field
interaction (virtual photon exchange), as shown in figure 2.4(c). It is a non-radiative, rare but
fundamental process of atomic deexcitation and also of nuclear excitation.

Using perturbation techniques, Morita[14] developed afirst theoretical modd to describethe
NEET process and to calculate its probability (Pyeer), with discussions of NEET applicability to
isotope separation. It has been stated that Pyeer, defined as the probability that the decay of theinitial
excited atomic state will result in the excitation of the corresponding nuclear state, is Sgnificantly less
than unity. The upper limitsfor the cross section have been established later to reach up to afew 10°
values relative to photoionization process [38, 39], because atomic processes such as X-ray and
Auger electron emission, are fast relative to nuclear excitation and also because the emission of
characteristic X-rays correspondsto thefirst-order perturbation process, whilethe Auger and NEET
effects are treated as second order perturbation processes.

It was predicted that the highest NEET probability should be met in processesinvolving atoms

with high atomic number (Z) where the sizes of the atomic orbits are reduced and the resonant
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transition condition satisfied [ 14, 40]: Puger ~ Z%/4%, where A= Ea-Ey isthe energy mismatch between
the atomic (Ea) and nuclear (Ey) trandgtion energies involved in the process. The spin and parity
changes of the atomic and nuclear transition must be exactly equal. This necessary condition results
from the non-zero matrix element [ 14, 40] requirement. The physical meaning of resonance, Ea~ Ey,
is that even in ordinary atomic transitions, NEET always occurs if the multipolarity condition is
satisfied, but the probability will be large enough to be observed only close to resonance. The finite
widths of theinitial and final states allow transitions to occur when energy matching is not exact.

Unlike NEET, in NEEC process, for a specific nuclear triggering energy, the resonance
requirement can be satisfied exactly for some values of incident electrons, because alarge number of
atomic orbitals with ionization energy smaller that the nuclear transition energy could participate in
the NEEC process, the electron capture could occur also into a partly filled electron shell (valence
shell). Naturally, the NEEC probability via higher-lying orbitals tendsto be lessthan those for lower-
lying ones dueto the decrease in coupling between electrons and atomic nucleus. It resultsthat NEEC
and NEET may coexist in some experimental conditions such as laser-induced plasma[41, 42, 43],
their contribution could be comparable.

Over the years many theoretical and experimental investigations have beendevotedto NEET.
There were from the beginning big discrepancies between theory and experiments, due to both the
imperfect theoretical models and ambiguous experiments.

Almost aways the NEET process has been treated separately from the X-ray and Auger
electron emission effects, while they take place concurrently in the deexcitations of excited atomic
states. There are only two papers[38, 39] fromthe same group of authors who investigated thethree

processestogether into an unified framework. It was concluded that the interference effects between
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NEET and X-ray or Auger electron emisson are negligible because of the great difference in
magnitude between the NEET matrix element and the other two.

Also, al calculations of Pyeer assume that the NEET probability is independent of the
electronic excitation or ionization process that generates the initial inner-shell holes, because the
timescale for ionization (~ 10™ s) is much shorter than the timescale associated with filling of the
shell hole (~ 10" s) [44]. A quantitative treatment of both ionization and NEET processes in a
unified framework is difficult and has not yet been carried out.

The most accepted form of NEET probability is the one that gradually accomplished by
improvements performed over the time by different reference groups. Its final form [44] can be

expressed as:

P :?ﬁ +G 0 EA([® f,1® F) 29

G E,D2+((q‘.+Gf +G)’ /4
where T ¢ ¢ are the total widths of the initial and final hole states. The interaction energy (Ein)
between nucleus and atomic shell isafunction of the matrix element of i-to-f 2 poleatomic transition
and of the reduced transition probability associated with the nuclear excitation by the multipole
transition from I-to-F. The energy of the current interaction is very sensitive to the values of the
atomic matrix elements, i.e. to the caculated accuracy of the atomic functions of the K-, L-,
M-,..shells[44]. If theinitial atomic holes are generated in photoionization processes, the NEET cross
section can be expressed by:

oneer = 61 Pyger (2.9)
with photoionization cross section defined by equation (2.7).
Theinverse process of nuclear deexcitation followed by the excitation of abound electronto a

higher-lying bound orbital is also possible and is known in literature as interna conversion between
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bound states (BIC) [45] or inversed NEET (INEET) [46]. Its probability can be expressed as a
function of NEET probability that occurs between the same atomic and nuclear levels [46]. It isa
potential channel of deexcitation of isomeric nuclear levels, which can accelerate the decay of the
isomers if vacancies are previously created in the corresponding atomic shell. Thus, it is one of the
processesthat can offer control over theisomeric decay, without implying an up-conversion scheme.
Calculations have shown that, for example, with creating vacanciesin the M, shell, the probability of
the decay of the (1") isomeric level in **’Auincreases by afactor of more than 50 [46]. Experimental
evidences of BIC have been found in the studies of the internal electron conversion of highly ionized
states (charge state ranging from 44" to 48") of **™Te atoms [45]. It has been pointed out as the
strong resonant character of BIC process. A change of few eV in the atomic excitation energy as a
result of changing the charge state may result in alarge variation in the nuclear decay rate and nuclear
half-life.

In the last years, the NEET process has been generalized to a broader class of third-order
processes with respect to the electromagnetic interaction named electron bridging mechanisms[16].
These are additional nuclear y-excitation and y-decay channels via electronic shells, which offer
promising solutions for modulation of the life-time of nuclear excited states. The surrounding atomic
shells act as amediator of the electromagnetic energy transfer.

The Inverse Electron Bridge (1EB) mechanismis defined asthe process of nuclear excitation
by external radiation viaatomic excited intermediate states. It isknown inliterature also as Compton
excitation of nuclear levels [47, 52] or nuclear excitation by inelastic photoelectric effect [48, 53],
because |EB mechanism is amilar to the Compton scattering of gamma rays by bound atomic

electrons, except that instead of the emission of a scattered gammarray there is an excitation of
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nucleus via a virtual photon exchange (figure 2.5). The intermediate atomic state [n> can be of a
positive energy state (unbound state) or apartially or totally filled bound state [47, 49, 37]. Various
sub-shells and shells may participate in the electronic-bridge effect, their contributionsbeing additive.
In the single-level approximation of adiscrete intermediate state, the cross section for the excitation
of nucleus by incident radiation tuned to the atomic transition energy i — n (figure 2.5) by aninverse
electronic bridge effect can be expressed in factorized form [50, 51]: the cross section for the
resonant excitation of the n" atomic level and the relative probability of the NEET process
(n— f, F —1). It results that the IEB cross section, like the NEET process, depends inversely
proportional with the square of energy mismatch between the nuclear transition energy and the
corresponding virtual atomic transition energy (o ~A®). Also, the maximum value of ¢ occurs for
nuclear trangtions with the lowest possible multipolarity, especially M1 transitions [52, 53],
accompanied by bound-bound atomic virtual transitions (discrete intermediate states), when the
nuclear transition energy is comparable with the binding energies of atomic electrons. The relative
probability of nuclear excitation by |EB, under the above conditions, has been predicted to reach 107
to 10° values per incident X-ray photon [52]. The cross sections are fairly large~ 10% cnt* [52]. For
higher incident photon energies, the cross sections are estimated to be much smaller, typically of the
order of 10* cn?. It is significantly exceeding the cross section for the quadrupole excitation of
heavy nuclei (A~200) in inelastic scattering of the photons, which is about 10*° cr?. At much lower
excitation energy, such asthat of °Th™ isomeric state, the |EB mechanism is much more effective,
the cross section is predicted to reach sufficiently large values, such as ~10% cn? [54], to produce

population inversion.
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The direct mechanism - the electron bridge (EB) effect — is similar to the internal Compton
effect (ICE) with the difference that the atomic electron suffers adiscrete trangtion, rather than being
emitted to the continuum. The energy of nuclear excitationistransferred to the atomic shell emitting
monoenergetic gamma rays via atomic excited intermediate states. If the electron is shaken up,
gammalineswith energy smaller than nuclear transition energy appear in the deexcitation spectrum of
the nucleus. Experimental investigations have established a 7% relative contribution to thetotal decay
probability of *Nb™ by the EB channel [55].

Mechanisms like those mentioned above and which depend upon the presence of atomic
electrons can mainly be modified by chemical and physical environment of the nucleus, while these
factors affect the electronic wave functions. The most pronounced effects can be expected on low-
energy trangitions which directly involve outer and valence electrons which are most sensitiveto the
environmental conditions. There are multiple example of the influence on the internal conversion
decay rate dueto both chemical [57] and physical environments [58]. The magnitude of these effects
may be of the order of few percents[59].

Up to now, experimental efforts devoted to the 2™ and 3" order processes of nuclear
excitation have been more concentrated on the distinguish of the NEET process, and have been
focused on a few heavy nuclei for which the energy, spin, and parity requirements for atomic and
nuclear trangtions are simultaneously met. The initial vacancies states were mainly created by
irradiation with photons (bremsstrahlung or synchrotron radiation) and by electron bombardment
(direct or in plasma condition). Because the NEET effects tend to be small, one must use highly
sensitive detection techniques and very intense photon or electron beams. The use of a broad
continuous spectral distribution of "white" synchrotron radiation or bremsstrahlung X-raysreaultsina

contribution from direct nuclear photoabsorption into the NEET/IEB nuclear state or indeed into a
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range of nuclear levelsthat can feed that state or lower-lying metastable states of which populationis
monitored.

More or less, the experimental attempts to distinguish NEET process before 2000 suffered
from one or more of these problems. There are significant variations among the experimental results
of the same process, which can be ascribed only to the population of excited nuclear states by non-
NEET effects. The solution was provided by the improved technologies in emitting and
monochromatization of superior ranges of SR energy [77]. Intense monochromatic SR-beams with
energy carefully chosen just above the ionization energy of atomic state, not coinciding with the
nuclear transition energy, were used in order to obtain more accurate results[60, 61]. For example,
during an experiment conducted at Spring-8 SR facility [60] an **Os target was irradiated with
monochromatic and “white” synchrotron radiation in successive runs. It was observed that the
69.5 keV level of ***0Os was mainly populated via direct nuclear photoabsorption when the isomeric
sample was irradiated with “white” SR, explaining the large variations obtained by different
experiments up to that time.

Also, an accurate NEET/IEB experiment requires oneto certainty establish that the expected
nuclear state has been excited. Thisfact requires the knowledge of the nuclear trangtion that should
take place and thus to observe the characteristic decay radiation from the excited state or from a
lower nuclear stateto whichthe NEET/IEB-excited nuclear state decays. The half-life of the nuclear
statesinvolved in the deexcitation process can bring additional help in the identification of the nuclear
transitions and also in the establishment of a corresponding detection technique. A correlation
between the incident radiation or between the photoelectrons which escapes from the atom and the

signal measured asaNEET/IEB signature will improvethe signal-to-noiseratio. Sincethelifetimes of
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the nuclear excited states are in general much longer than those of the atomic states, there is the
possibility of detecting NEET by combination of an incident beam of very short pulsesand adelayed
coincidence technique.

Thismethod has been used at SPring-8 SR facility, where Kishimoto et al. [61] first combined
the advantages of the high energy monochromatic SR beam with its pulsed nature to observe NEET
in *Au. A fast detection system based on a silicon avalanche photodiode (APD) detector,
synchronized with the irradiation pulses, was used to distinguish from the intense prompt SR
background the weak radiation emitted from excited nuclei. The experiment stands as the first
definitive and unambiguous experimental demonstration of the NEET process. The NEET probability
was found to be Pyeer = (5.0 + 0.6) x 10, smaller by three orders of magnitude than the previous
experimental value [62] and inrelatively good agreement with the recently calculated values[44, 46].

At SPring-8 in 2001, the Center for Quantum Electronics group of the University of Texasat
Dallas extended the successful results of observation NEET/EBM processin **’Au[61] to the' ®Hf™
and reported [63] ayield of 0.2% relative to the photoionization process, a value approaching the
theoretical maximum. The results were reconfirmed by continuous efforts and new details have been
added to the description of the physical processes governing the X-ray induced gamma emission of

184" [64-66, 114, 115] which are the subject of the following chapters.



CHAPTER 3
EXPERIMENTAL METHODS AND INSTRUMENTATION FOR STUDY
OF PHOTON INDUCED GAMMA EMISSION OF 8Hf™m

Irradiation Sources. Nuclear Spectroscopy |nstrumentation. Data Acquisition.

The experimental setup required for a PIGE investigation can be divided in four distinctive
parts. the isomeric target, the X-ray irradiation source, the photon detection and monitoring system,
and the data acquisition and processing system. Each part should be designed in accordancewith the
specific characteristics of the proposed PIGE experiment. In the particular case of **Hf"™ PIGE
experimental investigations, the energy of gamma transitions of of *”®Hf ranges from few keV to few
MeV. Specia attention in this work was on the range of y-energies from 80 keV to 600 keV, which
cover amost all the natural trangitions of theisomeric decay. An X-ray source, emitting a continuous
spectrum of photons with energies less than 100 keV was required for the first preliminary
investigations, in accord with the predictions of the scaling studies[69]. An adjustable endpoint of the
continuous X-ray spectrum was necessary, together with the need of a pulsed irradiation structure
(pulse width in the range of few psto few ms). Larger irradiation gaps of the order of few tens of
seconds were aso required in order to detect the relaxation of any intermediate isomeric states that
could be populated by theinduced decay. It was established by the first experimental efforts[22, 70]
that photonswith energy lessthan 20 keV are implicated in triggering process, and asaresult, intense
tunable monochromatic X-ray sources were needed in order to identify the most favorable energiesof

triggering photons. The synchrotron radiation sources were the right solution from both points of in
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view, intensity and monochromatization. It was also established [22, 70] that the induced decay
should follow a different path than the spontaneous one, while the members of the GSB were not
enhanced the same way. Coincidence measurementswere required in order to identify the membersof
the induced decay, which must use a list-mode data acquisition approach and means for that were
found and implemented in thiswork. The list-mode acquisition was further used asthe usual way of
datalogging in SR experiments. Detailed description of these solutions will be discussed during the
next paragraphs of this chapter. While the isomeric targets used in different experimental
investigations are described in the chapters 4, 5 and 6, it should be mentioned here that specid
attention on maximizing the transparency to the incident radiation of the substrate and of the
encapsulation material of the isomeric samples was required for the targets used in the SR
experiments. The measured fractional absorption in figure 3.1 shows that about 4% of the 9.5 keV

incident photons are absorbed by the substrate material.

3.1 X-ray Sources

3.1.1 Bremsstrahlung X-ray Generator

In the first experimental investigations of PIGE on ®HF™ [22, 70] acommercial GENDEX
GX-100 X-ray generator was used for irradiation. Itsfunctionality is based on a Rontgen—type X-ray
tube with hooded W-anode, encapsulated in an evacuated sealed-off tube-envelope together with the
filament, made of tungsten. The electrical power supply mainly consists of a step-down and astep-up
high-voltage (HV) transformer to heat the filament and to accelerate the emitted thermoelectrons
toward the W-anode, respectively. A main controller provides measurement, stabilization, and control

of the supply. The transformers and the X-ray tube are immersed into an oil tank and comprise the
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Figure 3.1. Fractional absorption of the incident radiation in the substrate material of
the isomeric sample. About 4.2% of the 9.5 keV incident radiation is
absorbed by the substrate material.
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head-tube. Thus, the design assures mobility of the X-ray emitter from the main controller while also
assuring the insulation of the high-voltage and heat dissipation. The X-ray tubeis connected directly
across the secondary winding of the HV transformer, so that the X-rays are emitted during alternate
half cycles when the W-anode is positive with respect to the filament-cathode. X-ray lines and
Bremsstrahlung photons with maximum 100 keV energy endpoint could be produced by up to 45 mA
peak value of the half-wave rectified electronic current passing through the X -ray tube. The spectral
flux of the emitted photons had a maximum of about 5x10"° photons/s/cnt/keV at about 25 keV [70]
when the device was operated at 63 KV energy endpoint.

In order to increase the flux of emitted X-ray photons, while preserving the electrical power
applied to the X-ray tube during one 60 Hz cycle, shorter rectangular pulses of current through the
tube were needed for increased emission of thermoelectrons of the filament. The power supplied to
the head-tube has been replaced with a computer controlled waveform synthesizer system shownin
figure 3.2 that was able to provide a stepped pulse of current which could be programmed to values
asgreat as 80 mA for aduration of 2.5 ms(figure 3.2 (b)) to excite Bremsstrahlung photons with an
energy endpoint of 60 keV. The voltage waveform (figure 3.2 (¢)) is generated at one of the analog
outputs of a multifunction DAQ PC-board (NI PCI-6024E) with a sampling rate of 10* Samples/s.
The voltage is further amplified 40 times by a 5 kW amplifier and applied to the input of the primary
winding of the HV transformer as showninfigure 3.2 (a), while the filament remained powered by the
original controller. The synthesized voltage has been developed to correct for changes of the
impedance in the primary of the transformer.

The X-ray sourceisoperated in bursts producing 100 pulsesat 60 Hz, synchronized with the
voltage applied on the filament. One burst is made each minute. The large gap between consecutive

bursts is necessary to prevent overheating of the HV transformer and especially of the W-anode.
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During about thefirst 10 pulsesof anirradiating burst the temperature of the filament is equilibrating,
which result in the dropping of impedance of the X-ray diode - the load of the system. That iswhy the
peak current rises to a stable value while the peak voltage developed across the tube is decreasing
during the first pulses of an irradiation burst, as can be seen in figure 3.3. However, for the last 90
pulses of a burst, the peak of the current and voltage can be seen to be stabilized. For that region, a
typical temporal dependence of the development of asingle irradiation pulse within a burst together
with the time-dependence of the synthesized voltage developed acrossthe HV transformer are also
shown in theinset of figure 3.3. The current in the X-ray sourceis reasonably constant during more
than 1 msin the middle part of the pulses. While the intensity of emitted photonsis proportiona with
the square of the voltage across the X-ray diode [71], it isexpected that the flux of emitted photons
and the endpoint energies of the bremsstrahlung photonsto be much more affected by the increased
voltage than by the reduced current during the first pulses. Measurements of the irradiation flux
during each X-ray pulse of a burst confirmed these suppositions, as shown in the figure 3.4. In the
inset, the endpoint energies are seen to be stable for the last 90 pulses, varying only from 60 keV to
61 keV. Even if theincreased voltage could be corrected by developing the sequence of synthesized
waveform of pulseswith reduced amplitudes, and thus having constant endpoint over all X-ray pulses,
the decision was made to use the entire range of X-ray energies. The actual flux at 80 mA peak value
of the current isin general two timeslarger than before[70] asshowninfigure 3.5. Thereisaperiod
of about 2 msinthe middle of each of the last 90 pulses of aburst during which the X-ray production
isstabilize, asis suggested by the time-resolved measurement of the radiation produced by the device
shown in figure 3.6. For investigation of induced gamma emission of *"®Hf™ with X-ray photons
produced by this X-ray device, valuable data should be founded during those 2 ms of stability of each

X-ray pulse.
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Figure 3.3. Direct measurement of the current passing through X-ray tube during aburst
of irradiation. Thefirst 10 pulsesare affected by the heating of the filament in
the X-ray tube which changed its impedance, but after that currents and
voltages remained stable for the last 90 pulsesin a burst. The inset shows
typical data for the last 90 pulses.
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Figure 3.4. Comparison of X-ray flux emitted during each pulse of aburst. Substantial
reduction of the end point energy of the bremsstrahlung component of the
X-raysis observed during the first 10 pulse of aburst. Higher stability can
be seen in the energy endpoints of the last 90 pulsesin each burst.
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Figure 3.5. Photon flux comparison between the initial and the redesigned X-ray device.
The new device is working at 80 mA, driven by awaveform synthesizer.
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3.1.2 Synchrotron Radiation Source

Unlike Bremsstrahlung radiation, which is emitted by a charged particlewhenisdecderated or
deflected in the electric field of other charged particle, the synchrotron radiation is emitted by a
relativistic charged particle when its path is bent by a magnetic field [71]. The intense synchrotron
light beams are sharply focused and the emitted radiation is concentrated in the forward direction
tangential to the trgjectory of the particle into a solid angle which becomes smaller as the energy of
the particleincreases[71]. Usually, electrons are used in the SR facilities. The accelerator complex is
composed of three major parts. A linear injection system (LINAC) supplies pre-accelerated electrons
to the synchrotron booster, which in successive turnsraisesthe energy of electronsup to theworking
energy, and then injected into alow emittance storage ring (figure 3.7 (a)). This may happened very
often (top-up injection) keeping the intensity of the circulating electron beam constant in the storage
ring; or can be much rare, only once or few times per day, with a complete refilling of the storage
ring. The electrons circulate in bunches of 20 psto150 pslong, on structures based on the main RF
frequency [72, 73]. The bunches are spaced according to different operating modes, such assngleor
several bunch mode (only one or few bunches with well distanced orbits) or multibunch filling mode
(one or more trains of bunches circulating at the same time). Hybrid filling modes are aso possible,
which combine the partial multibunch filling with isolating single or several bunch modes, in order to
accommodate timing and non-timing experiments smultaneously.

In the 3 generation SR sources, the stored electron beam emits synchrotron radiation at
bending magnets and especially at insertion devices (undulators or wigglers) [77]. The emitted
radiation spectrum of the bending magnets and wigglers are continuous, while the synchrotron

radiation from undulators shows aline spectrum as aresult of interference effectswhich lead to high
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brilliance. The SR spectrum ranges frominfrared light to soft and hard X -rays. The emitted radiation
isguided tangentially away from the storage ring through beamlinesto different experimental hutches
and used for experiments. The main beamline optics consists of dlits and collimating mirrors
interpolating a fixed-exit double-crystal monochromator (DCM) [74, 75, 76] (figure 3.7 (b)). The
mirrors are also useful for rejection of higher harmonics from the emergent X-ray beam. The final dit
restricts, asdesired, the dimensions of the beam entering the experimental hutch. Usual valuesranges
from few tenth to few mn¥.

Thiswork made use of monochromatic radiation provided by the BLO1B1 [74] and BLO9XU
[75] beamlines of the SPring-8 facility in Japan and by the X04SA-MS beamline [76] of the SLS
facility in Switzerland. The light source was a bending magnet with Si(311) DCM, an in-vacuum
undulator with Si(111) DCM, and ahybrid wiggler with Si(111) DCM, respectively. Photon fluxesin
the range 10° - 10" photong/s/cn? at 10 keV with the energy resolution (AE/E) in the range of 10™
were available at the sample surface. Further monochromatization using high resolution optics can
increase the energy resolution in the range of 10°. The nuclear resonant scattering beamline,
BLO9XU, isoptimized for high resolution tuning of high photon fluxes[75]. Thiswork madeuseof a
second Si(620) DCM located down stream of thefirst Si(111) DCM of the BLO9XU beamline shown
in figure 3.7(b), in order to tune X-ray beams as intense as 2.0 x 10" photons cm? s'in steps of
0.0877 eV at energies between 9 and 10 keV. The above mentioned beamlines were prepared for
transmission mode measurements, similarly with a standard X AFS measurement, using two gas-flow
type ionization chambers, as shown in figure 3.7(b). This permits both the monitoring of the X-ray
beam flux incident on the sample and aso the positioning of the samplein the front of the beam. The
absorption spectra of the sample can be obtained by simultaneoudly recording of the output of the

ionization chambers versus the tuned energy of the SR beam.
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3.2 X-Ray and Gamma-Ray Spectroscopy. Experimental Methods

Thefield of x- and y- ray radiations detection is an old, well studied and developed domain
which has improved continuously in the course of time. Different types of detection systems have
been created for different spectral ranges and for different applications. They are all based on the
same principle: the total or partia radiative energy transfer to the detectors mass, where it is
converted in other forms, mostly in electric signals which are much easier to process, analyze and
acquire. An usual X- or y-ray spectroscopy system comprise the detector itself, the associated pulse

processing electronics or back-end electronics and the data acquisition system.

3.2.1 Radiation Detectors. lonization Chambers. Semiconductor Detectors

In SR experiments, the ionization chambers are extensively used for monitoring X-ray beam
intensities and because of their controlled transparency to incident radiation they are aso used as
suitable detectorsfor measurementsin transmission mode. They normaly operateintheion saturation
mode of the I-V characteristics [71], where the collection of all the charges created by ionizing
radiation within the gas when a sufficiently high voltage is applied between electrodes, suppressing
the recombination processes to a negligible level. The ionization chambers are filled with different
mixtures of gasesfor different ranges of theincident radiation energy (Epeam) in Order to maintaintheir
efficiency into acceptable limits. Usually, amixture of N, and Ar isused at atmospheric pressure. The
electric current of theionization chamber is amplified by a high-gain current amplifier and thevoltage

isconverted to the frequency of standard logic pulses, which then are counted. Thetotal gain (G,_r)
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obtained is usually in the range of 10° to 10* counts/nA. If Ny is the number of counts per unit time
counted by thefirst ionization chamber of the experimental arrangement depicted in figure 3.7(b), the

X-ray flux incident on sample may be expressed as:

N w, as B 0 4y m. q©
F o(Ebeam) — 0" » mJanl(g) e (Myasdc” +Myirdgiy’ ) (31)
eEbeamGA® FSneam(l' € )

whered,c? isthe length of thefirst ionization chamber filled with a mixture of gases, having the total
absorption coefficient ugs. The gas mixture requires a mean energy Wg.s expenditure per each
electron-ion pair produced by an incident radiation beam, having a spot area S,eam. Thereisadistance
dx? of air to be traversed by the beam before hitting the sample. An analog formula- excepting the

last factor of equation (3.1) which should be replaced by the exponential loss of photons from the

beam before entering the chamber (e”ﬁ'd;‘lf) ) - may be used to describe the flux of X-ray photons
transmitted through the sample (®;) from the number of counts recorded by the second ionization
chamber. The absorption of the sample, In(®o/d,), can be then expressed as a function of incident
radiation energy. The absorption spectra of a high purity sample with increased transparency of a
known element recorded in transmission mode measurement may be used for cdibration of theenergy
of the monochromatic SR beam provided by monochromator. While the principle of
monochromatization is the diffraction of the wide-band radiation on atomic planes of acrystal lattice,
the calibration formula is based on the Bragg's diffraction law.

Usually a single calibration parameter, 6y, is required as a correction term of the glancing
angle, 6 supplied by the feedback components which monitor the monochromator crystal position:

E_ (q)ev]=61992" 10° 1 (3.2)

d., sing - d,)
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where nisthe order of diffraction on the (hk¢) plane of the crystal, such as Si(311) plane. Thelattice
plane spacing, dy, is expressed in A and 6 in radians. Exemplified in figure 3.8 is the absorption
spectrum of a Cu-foil near the K-edge photoionization threshold. The characteristic near-edge pesk at
8978.72 eV [ 78, 79] was used for energy calibration of SR deducting the correction termto thevaue
of glancing angle.

Thevery low signal output for the ionization chamber makes this detector difficult to use for
detecting individual gamma-rays. That iswhy they are commonly used only asintegrating detectorsto
measure beam flux rather than to detect individual photons. A solid state detector should be used for
the energy- and time-resolving of single photons, and from this class, the semiconductor detectors
offer the best energy and time resolution achievable today as compared to any other class of
detectors. That is because of the larger number of carriers (electron-hole pairs) created in the active
volume of the detector for agiven incident radiation, asaresult of reduced ionization energy. Thisis
about 3.6 eV for silicon and 2.9 eV for germanium, which are the most widely-used semiconductor
detector material. They are basically large, reverse-biased n——p diodes, the intrinsic (i) region
- depleted of charge carriers - is the interaction medium of incident photons with the detector, the
place where the carrier-pairs are produced. In the presence of the electric field these pairs separate
and rapidly drift to the detector contacts. Because germanium has arelatively low band gap, these
detectors must be cooled in order to reduce the thermal generation of charge carriers (thus reverse
leakage current) to an acceptable level.

The charge collection time, which defines the pulse rise time, associated with any ionizing
event isa complex function of the detector parameters, the dominant factor is the thickness (W) of
the depletion region, which equals the thickness of the detector element. Empiricaly,

T[s]~ W mm] x10®[80] for germanium at L N, temperature and about one order of magnitude larger
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for silicon. It results that a compromise will always be between the “speed” of detector and its
efficiency, while the volume of active area is the determinant factor, which establish the relative
efficiency of the detector, Eff.4(%) ~ Vol [80]. The high purity Ge (HPGe) detector element is
preferred for energies above 20 keV. In this work, an Ortec GLP type detector was used for
monitoring and characterization of bremsstrahlung radiation with energy below 100 keV. Thisis a
planar, small area (~ @ 6 mm x 5 mm) HPGe photon spectrometer having a maximum efficiency at
about 40 keV. The natural and stimulated y-emission of *®*Hf"™ nuclei was investigated using Ortec
GMX coaxia detectors (~ & 50 mm x ~ 45 mm) with 10% relative efficiency. The detector element is
placed at about 3 mm from the Be entrance window (0.5 mm thick) having maximum efficiency at
300 keV that decreases to about 10% at 80 keV and 1 MeV.

In order to avoid overloading of thelarge HPGe detectors with low energy X -ray photonsand
also to minimize the influence of electromagnetic noises, they have been fitted with multilayer graded-
Z shielding. Thiswas the front-shielding and consisted of W (50 um), Cd (0.5 mm), and Cu (3 mm).
The side-shielding, consisted of thick layers of Cu and Pb that absorbed all high energy X-ray and
y-ray photons. In fact, the Cu shielding was a grounded cylinder covering entirely the detector
capsule, having also properties of an electromagnetic shielding.

For photon energies lower than 20 keV the Si based detector is recommended, because the
escape phenomena are less prominent than in Ge [81]. Due to their design, which assures an
extremely small value of the anode capacitance, the Si drift detectors (SDD) offer the best
performances (timing and energy resolution) in the range of 1 keV to 20 keV. The leakage current
level is so low that the drift detector can be operated with good energy resolution at room

temperature or with moderate cooling by a single stage Peltier element.
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Much faster detectors, such asthe Si-based avalanche photodiodes (APDs) have been used for
the detection of visible light for many years. The usage of the APDs for the detection of X-raysisa
new application[82, 83, 84]. These are compact devices so that internal electricfield canreachvaues
high enough to alow electron multiplication by impact ionization (avalanche multiplication of
photocurrent), when a high enough reversed bias voltage is applied across the p-n junction. The
charge gainis, in genera, in the range of few tensto few hundreds, depending exponentially on the
applied voltage. This makes possible that the APD to output very short pulsesin the nanosecond and
sub-nanosecond region with large enough amplitude.

The short wavelength type series of S APD manufactured by Hamamatsu Photonics have
aready demonstrated to be able to provide excellent time resolution of about 0.08 ns and single-
photon counting rates in the order of 10° photons/s [87]. These characteristics have made possible
using the APD detector as the bunch-purity monitor of synchrotron rings [85-88]. These detectors
have been used also in nuclear resonance scattering experiments with synchrotron radiation [61].

In order to monitor the pulsed time structure of synchrotron radiation, in this work, a
Hamamatsu S9073 Si-based APD detector was used. It had an effective active volume of
0.03 mn? x 10 um, with maximum sensitivity at 620 nm wavelength and a maximum cut-off
frequency of 900 MHz. An internal gain of 50 could be reached, when it was operated closed to its
breakdown voltage of 150 V. In order to maintain afast response of the APD device, and minimize
the electrical noises, its signal was capacitively coupled immediately into a fast pulse preamplifier
(Phillips Scientific PS6954) with a fixed gain of 100 and a broad bandwidth from 100 KHz to
1.8 GHz

In all the caseswhere HPGe, SDD or APD detectors were used, the preamplifier output wasa

long-tail pulse typewith fast front edge and floating DC level. Each pulse wasriding on thetail of the
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previous pulse. The tail could range from hundreds of psin APD to few usin HPGe. The energy
information of the detected event was carried in the amplitude of the pulse (few mV - 1V), whichwas
proportional with the charge created in the detector mass by the incident photon, while the timing
information was carried in the front edge of the pulses. The pulsetail contained no useful information.
The energy and timing information could be extracted by further processing techniques, which are

discussed in the next subchapter.

3.2.2 Back-End Electronics. Pulse Processing Technique

Because of its small amplitude and long tail type pulsed signal with floating base line, the
processing stage of differentiationisfirst needed to restore the baseline reference leve for each pulse.
It is followed by amplification and proper shaping as shown in figure 3.9. These functions are
included in the amplification devices, such as spectroscopy amplifiers and timing filter amplifiers
(TFA).

The spectroscopy amplifier recovers the energy information by shaping the differentiator
output into an integration stage (low pass filter) with a fixed time constant (TC) which must be
chosen accordingly with the detector type and the photon acquisition rate. To fully process a pulse
from the preamplifier, the TC needsto be about ten timesthe rising time of the input pulse or higher,
otherwise the processing of the pulse stops before it has risen to its maximum amplitude, thusloosing
the height proportionality with the energy released by the incident photon in the detector mass
(“ballistic deficit” effect). A semi-gaussian pulse suffering from this effect contains the energy
information in its area instead of its height. The gated integrator (GI) circuit recovers the energy

information at small TC by integrating the area under the unipolar pulse, which leads to increased
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throughput and better energy resolution over almost the entire range of shaping TC as compared to
the unipolar shaping [80]. The better definition of the height of the GI shape makes this shaping
suitable with the data acquisition system used in this work, as it is discussed in subchapter 3.3.
Ortec’ s673 spectroscopy amplifiers have been used in combination with HPGe detectors, for X- and
y-ray spectroscopy in thiswork.

Different from linear spectroscopy amplifiers, the timing filter amplifiers (TFA) used asthe
first stage of timing pulse processing deliver amplified low noise and fast rise times output pulses as
seen in figure 3.9. This improves the timing accuracy, where the amplification linearity is not so
important. The best timing resolution is usually achieved when the amplifier risetimeiscomparable or
less then the detector preamplifier rise time [80].

Oncethe preamplifier output is correctly amplified and filtered, it is passed to adiscriminator
stagein order to identify and signal the arrival time of each pulse. In the smplest case of leading-edge
discriminator, this task is redized by a voltage comparator which generates a standard logic pulse
each time theleading edge of the analog pulse crosses a predefined voltage threshold. Therisng edge
of the logic pulse marks the arriving time of the analog input pulse. Because of this principle of
operation, thetiming definition isvery sensitive to electric noises. A noisy input causes an uncertainty
(jitter) of the time at which the analog pulse crosses the discriminator threshold. Another source of
jitter isthe statistical fluctuation of the slope of the pulses asaresult of the statistical fluctuation of
the interaction location of incident photonsin the detector mass. In order to minimize thejitter, the
discriminating threshold must be set at the point of the maximum slope of the analog input. The dope
of pulses at the output of the detector preamplifier is also a function of the pulse amplitude for the
same rising time; pulses with the same rising time, but different amplitudes will reach the threshold

level at different times. This is the “walk” effect. It produces systematic inaccuracies to timing
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resolution, which is the dominant limitation on the resolution of leading-edge discriminators.
The constant fraction discriminating (CFD) technique [80] should be used in order to minimize the
walk effect.

The best timing resolution is achieved when the proper preamplifier, amplifier and
discriminator chain are chosen accordingly with the detector type. Thiswork made use of Ortec 579
TFA for reshaping and amplifying of the output of 10% HPGe coaxial detectors, supplying aslow as
5 nsrise-time pulses to the CF800 CFD. After discrimination, in order to measure the time interval
between a specific event and the photon detection time, the output of the discriminator that is
signaling the detection of the photon must be inputted to atime-to-amplitude converter. Suchdevices
use an analogue technique to convert small time intervalsto pulse amplitude. Their working principle
isbased on the charging of aconverting capacitor from aninternal constant current sourceinthetime
interva between a logic timing signal arrived at the START input and the first logic timing signa
arrived at the STOP input (figure 3.9). The voltage developed across the capacitor is proportional
with the time interval between the logic pulses at the inputs of the TAC device, and it isreflected at
the output of the TAC as the amplitude of an analog rectangular pulse. The ramp voltage of Ortec
567 TAC is cdibrated to develop a maximum of 10 V on each selectable full time scale.

The time-to-amplitude converter is only able to process one pair of start and stop pulsesin
each conversion. Once a start pulse has been accepted all further pulsesat the start input areignored
until the conversion and reset processes are finished. Starts with no stops will cause excessive dead
time in the TAC. In order to minimize the dead time of the TAC, it is always necessary to choose
between the two input signals, the one with the lowest counting rate to be the one who starts the
time-to-amplitude conversion. Thismay require as the other signal, which becomesthe sop sgnd, to

be additionally delayed relative to the first one. The length of this delay should be approximately
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90% of the time range selected on the TAC. Intermediate delaying modules can be required on the
one of the TAC inputs in order to aign the input signal.

The reference signal can be the irradiation periodic signal or the result of alogical operation
between different other signals. That is the situation of multi-detector coincidence measurements,
when an coincidence (logic AND operator) circuit should be used in order to develop an “event”
signal that pulses each time anumber of inputs greater or equal with the coincidence leved pulsesinan
definite tempora window. Additional delay modules are usually required on each CFD output in
order to align the signals. It is also necessary that the TAC output to be delayed in order to
synchronize it with the spectroscopy amplifier output of the same detector as shown in figure 3.10.

For monitoring the synchrotron radiation temporal structure, the time of detection of the X-
ray photons of the SR beam should be measured relative to a periodic signal synchronic with the
movement of electron bunchesin the storing ring. The clock cycle period of the synchrotron storage
ring was used as the reference sgnal for stopping the time-to-amplitude conversion of the TAC
associated with the APD detector as illustrated in figure 3.11. Because conventional CFD does not
have adequate bandwidth to properly process sub-nanosecond pulses delivered by the 1.8 GHz
PS6954 charge preamplifier of the S9073 APD detector, the Ortec 9327 - 1 GHz Amplifier and
Pico-Timing Discriminator was used in thiswork to discriminate the sub-ns rise-time pulses.

In conclusion, by using analog pulse processing techniques, both the energy of detected
photons and the detection timesrelative to areference signal can be extracted fromthe output signal
of the detector and expressed asthe height of other analog signals. In both situations the pulse height
rangesfromO V to 10V, proportiona with the measured event. Further, amultichannel scaer (MCS)
has to be used in order to record the counting rate of events as afunction of time or a multichannel

analyzer (MCA) for a pulse height distribution analysis.
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3.2.3 Multichannel Analyzer. Data L ogging.

A pulse height distribution analysis (PHA) of spectroscopy amplifier or TAC outputs can be
obtained from a dedicated instrument, the multichannel analyzer (MCA). It accomplishesthistask by
dividing the pulse-height space in anumber of equally spaced intervals, usually referred to aschannels
or channel-array, and expressing the height of the sequentially arriving pulsesin termsof channels (the
index of the channel-array cell which includes between itslimits the value of the height of the pulse).
These values can be stored into alist (List-mode MCA) or can be used to directly perform a pulse-
height distribution analysis (PHA-mode MCA) yielding a histogram (spectrum) representing the
frequency of occurrence versus pulse height. Energy or time spectrum is thus obtained if the input
pulses come from a spectroscopy amplifier or from atime-to-amplitude converter, respectively. The
number of the channels the system is capable to differentiate represents its resolution.

Themost important component of MCA isthe analog-to-digital converter (ADC) becauseit is
the one which divides the amplitude space into channels (binary values). Thus, the performance
characteristics of MCAs such as resolution, linearity and dead-time, are normally dependent on the
specifications of the ADC. Only two type of ADC are used in the traditional nuclear spectroscopy
instrumentation. The Wilkinson-type ADCs have an excellent linearity, but long conversion time
(dead-time of 20 - 165 us) which is dependent on the amplitude of the pulse analyzed. The
successive-gpproximation ADCs are much faster having fixed dead-time, but have poorer linearity
[80, 89].

Flash-type ADCs provide a much faster conversion. Recently, they started to be used in

nuclear spectroscopy asthe basic componentsof the Digital Signal Processang (DSP) systems[90, 91].
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In these systems, the detector preamplifier output isdirectly digitized at high sampling rate, usudly at
100 MS/swith resolution of 11-12 bits, after some preconditioning and amplification. The digitized
data is then filtered and optimized using digital processing algorithms, which entirely replace the
classical analog pulse processing technigues.

In this work, flash-type ADCs have been used to continuously digitize the outputs of the
back-end electronics (spectroscopy amplifier and TACs) at high enough sampling rate in order to
accurately describe the waveform of those outputs. The work of MCA/MCS isthusreplaced by the

PC-based ADC and data processing.

3.3 PC-based List-Mode Multiparameter Data Acquisition System (DAQ)

The data acquisition of a PIGE experiment must be compatible with the induced radiation
emitted, in order to be able to detect it, and also must be compatible with the temporal structure of
theirradiation source. More exactly, for apulsed irradiation source, working in burs mode, the DAQ
should be able to trigger with the irradiation pulses and to separately detect and record inbeam data
during the period of each irradiation pulse. Accumulation of baseline data immediately after
irradiation and of a cold-baseline data between the consecutive irradiation burstsisrequired in order
to detect any relaxation of long lived exited nuclear statesimplied in the deexcitation path (if thisis
unknown). Irradiation with monochromatic SR requires synchronization with the monochromator,
accumulation and recording the data at each stepped of the monochromatic energy, with target held
inbeam and outbeam. If fast-timing or investigations by coincidence method are required, then alist-

mode acquisition DAQ is mandatory.
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In this work a special multi-parameter list-mode DA Q has been developed, based on virtua
instruments concept. The main scheme consistsin the continuous, simultaneous and fast digitization
at constant rate of all the final back-end electronics outputs. With only PC-based facilities data is
analyzed to obtain and log the parameters of the pulses such as height, width and time of detection
detected in outputs.

Inthiswork, National Instruments PCI-6110 plug-and-play, multifunction devicefor PCI bus
computerswas used. Thisdeviceisableto simultaneously sample four bipolar analog inputs(A/l) a a
maximum of 5 MS's with 12 bit (4096 channels) resolution. Each A/l channel is owning its ADC,
driven by a common 20 MHz time-base clock (the primary frequency source of the device). Ten
Programmable Function Inputs (PFIs) can be used to input or output any timing signal, enabling the
NI PCI-6110 to control and to be controlled by other external devices and circuits. Two 24-hbit
counter/timers are also available to be used for counting and/or timing needs.

The simultaneous sampling is an important feature of these devices because it maintainsthe
phase relationships of the incoming signals on the all four A/l channels. Thisfeature can be extended
between the A/l channels of multiple PCI-6110 devices present in the system by using the internal
Real-Time System Integration (RTSI) bus[92] - aspecialized timing bus used for synchronization of
multiple devices and able to drive any timing signals, the time-base inclusive.

That permits comparisons to be performed between digitized data of different acquisition
channelsin order to validate the simultaneous occurrences of different signals. That isthe case, for
example, when energy and timing information are collected simultaneously from the same detector.
Each timing signal must have a corresponding signal on the energy channel in order to be validated.
Thiswill strongly improve the timing spectrum especialy in anoisy environment when high frequency

electromagnetic interferences (EMI) on the detector output may become trigger sources for



61

discriminator. The procedure can be extended to the validation of a multi-detector y-y coincidence
event. That must imply the detection at the same time of at least two photons by two different
detectors producing the timing and energy pair signals on the corresponding acquisition channels.
Their smultaneous occurrences must be satisfied asshown infigure 3.12. In the same way, intiming
experiments with SR, when the fast-detection time of each y-photon has to be measured relative to
the periodic passage of an electron bunch in the storage ring, each detected photon should have a
timing signal associated with and their simultaneous occurrences must be satisfied.

The successive digitized datais temporary stored into an on-board buffer memory until they
can be transferred into PC-system memory. The same number of samples of each channel builds a
datablock that istransferred to the PC memory at once, to further preserve the synchronization of
sampled data. Having the advantage of direct-memory-access (DMA) technology [92], implemented
in both the digitization board and the host PC, blocks of the continuous stream of digitized dataare
directly transferred at high-speed from the on-board memory buffer to the preliminary reserved buffer
of PC memory, without involving the central processing unit (CPU) and so keeping it freeto perform
other tasks. The availability of DMA transfer together with the requirement that the data analyzing
and storing speed to be higher than that of digitized dataflow, are the main principle of acontinuous
acquisition, without duty cycles.

The procedure for analyses requires at least identification of incoming pulsesin the digitized
data stream, validation of the shape of the pulses, and computation of the pulse parameters such as
height, width and detection time. Other parameters and vaidations specific to each experimental

detail may be also necessary to be established. That may imply comparison between the acquisition
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channels or interpretation of other information that the acquisition system should receive. Examples
may include identifying if the pulse was detected in inbeam or outbeam condition, and its association
with the stepped energy of the monochromator.

The pulse identification procedure requires a predefined number of consecutive digitized
samples with values larger than a threshold value, which is usually chosen to equal 20 channels as
indicated in figure 3.13. The index of the first sample of a pulse which meets this criterion can be
defined as a time stamp of that event. The pulse width will represent the number of consecutive
digitized samples that will ill have a value higher than the threshold. Depending on the
characteristics of the expected pulse shape, the maximum amplitude should be fund in a definite
location of the pulse. A generalized method, adopted in thiswork sortsthe congtituent samplesof the
pulsesin the ascending order of their digital value and then averaging thefirst 3 or 5 sampleswithtop
values, as shown in figure 3.13. While the baseline is not always constant and can slightly oscillatein
time, ameasure of the signal baseline is aways necessary. The average value of afew samples, right
before the time stamp of the corresponding pulse, with the precaution not being the components of a
previous pulse, can be subtracted from the average of top values to obtain a more accurate value of
the pulse amplitude.

While the outputs of the back-end electronics are pulses of well-defined shape (rectangular,
unipolar, or GI) with fixed width, the most simple pulse shape validation procedure should be based
on this property. The pulse width distribution analysis shows that one can make distinction between
spikes (shape-unfinished signals), well-shaped pulses and pile-up effects. The figure 3.14 is an
exemplification of awidth distribution analysis of the detected signals from a spectroscopy amplifier,
showing in the insets typical pulse shapes corresponding to different regions of the distribution. The

spectroscopy amplifier time-constant was TC = 2 us at an acquisition rate of 2x10° photons/s and
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1 MSssampling rate. The main peak of the distribution, marked in black, correspondsto the correct
shaping of output signals, and in this example it comprises about 92% of all the data considered in
that distribution. While it is obvious that the pile-up signals have to be rejected, the part of the
distribution containing unfinished-shape signals requires further anayses. The spectra of different
ranges of the width distribution show that the width channels(w) w < 9 comprise photons with the
energy under the spectroscopy amplifier threshold (figure 3.15 (c)) and they does not present any
interest.

Theinset (a) of the figure 3.15 shows the contribution to the 325 keV y-line of *°Hf"™ gamma
spectrum of the 1% of the data of the main peak of the distribution (15 < w < 20) in comparison with
the contributionsto the y-spectrum of the adjacent width channels. It can be seen that the out of the
main width distribution peak data contribute to the left tail of the spectral line. Most pronounced
effects are fromw = 10 and w =11 data, but their contribution to the y-spectrumisless than 0.8 %.

It may be concluded that each detected-signal (photon) can be awayscharacterized by at least
three parameters. pulse-height, pulse-width and phase-time (relative to the beginning moment of
digitization). The combination of height (energy) and sub-ps phase-time information makes possible
the system to be more flexible than any combination of conventional multi-input MCA/MCS. It must
be mentioned that there is no dead-time associated with the data acquisition because of the sub-pis
sampling of the analog signals. The classical nuclear spectroscopy instrumentation uses ADCswhich
at each A/D conversion insert dead periods that are not negligible.

Maintaining the acquisition continuously, without duty-cycle, is dependent on the concrete
experimental details. Mainly it requires faster analysis and datalogging than the rate of digitization.
These are strongly related to someinterdependent parameters, such as characteristics of the host PC,
the sampling rate, the number of acquisition channels, the counting rate on each channel and finally

also on the complexity of the required online analysis.
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3.3.1 Experimental Setup and Data Acquisition for PIGE Investigation in ®Hf™ with

Bremsstrahlung Radiation

The bremsstrahlung X-ray generator described in the paragraph 3.1.1 was used to stimulate
the induced decay of *"®Hf"™ during a series of experiments conducted at the Center for Quantum
Electronics of the University of Texas at Dallas. The experimental setup was prepared for single
gpectra and coincidence data acquisition using four 10% HPGe detectors, as shown in the generd
diagram of the experimental setup, the figure 3.16. The back-end electronics supplied to the DAQ
system four energy and four timing acquisition channels. A supplementary event channel from the
coincidence logic unit (AND logic circuit), that was signaling each time when at least two detectors
had detected eventsin a 200 nsinterval, was delayed and reshaped in order to be synchronized with
the outputs of the spectroscopy amplifiers. One more energy channel from asmall-area, planar HPGe
detector, that was used for monitoring theirradiation, together with avoltage sgnal proportiona with
the electronic current passing through the Roentgen X -ray tube were aso digitized. The latest signal
was used as a phase-time reference in order to correlate the data acquisition with the irradiation. It
resulted a total of eleven acquisition channels that were sampled with a 333 ns mesh by three
synchronized PCI-6110 devices; creating 66.6 Mb/s of data and about 4-10° photons/s from all the
detectors. Thesevaues made impossible to sustain a continuous acquisition, even with thefastest PC
available at that time (P3-PC 733 MHz CPU, 133 MHz Front Serial Bus (FSB) speed). The solution
was a duty-cycled acquisition; the continuous stream of data was accumulated in the PC memory
during thefirst 2 seconds from the beginning of the each X-ray burst, period which was longer than

the duration of aburst (1.7 9).
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Figure 3.16. Experimental setup for PIGE study of Hf-178 with bremsstrahlung photons
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The rising edge of the first X-ray pulse of each burst of irradiation was used as the main
trigger to start the acquisition intwo modes. “Burst” (as described above) and “ cold baseling’ (CBL)
mode. The latest one wasdelayed by 30 srelative to the beginning of the burst and started right inthe
middle of the gap between two consecutive irradiation bursts for another 2 seconds.

The data analysis procedure started with the identification of the X-ray pulsesin the time-
reference acquired channel and divided accordingly the rest of the data-channelsin periods of X-ray
irradiation (16.66 ms). The index of each detected X-ray pulse is retained, and this was a number
between 1 and 100 (there were 100 X-ray pulsesin each X-ray burst). The data was divided so that
thefirst 2.5 ms corresponded to irradiation during an X-ray pulse (inbeam data) and therest of data,
corresponded to the gap between the two consecutive pulses of 14.16 ms (outbeam data). The
energy- and event-signals were then identified on each channel of divided data. A list of detected
photons was created for each detector. This meansthat there were 5 lists which recorded the values
of the five parameters characterizing each energy-signal: X-Ray burst ID, X-Ray pulse ID, photon
energy (pulse height), pulse width and the phase-time. Separately, a list of coincidence events was
built, which recorded for each detected event signal the energy- and time- pulse height for each
detector. If a signal was not identified in the 4 ps window around the event-signal, the value was
declared “0". The validation procedures explained in the previous subchapter were also applied.

After preliminary standard data-checking procedures consisting in analyzing the energy
calibration parameters and energy resolution of gamma spectra accumulated about each hour as
validation criteria of instrumentation stability, data was sorted in matrices for further analysis. Two
types of matricesfor each detector in each acquisition mode (“burst” and CBL mode) were created:
gamma-energy versus phase-time (y-t) matrices and (y-y) matrices, respectively. The analysis of the

(y-y) matrices is not the subject of this thesis. The analysis of (y-t) matrix - corresponding to the
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X-ray detector - is presented in the subchapter 3.1.1, as the characterization of the X-ray device
emission, while the analysis of the (y-t) matrixes - corresponding to the gamma detectors - is the
subject of chapter 4. It should be mentioned at this point, that the inbeam data used in the chapter 4
was discarded of data collected during transient periods of the high voltage applied onthe X -ray tube.
During those periods, the transient electromagnetic fieldswere strong enough to be picked-up by the
germanium crystal of the detectors, and amplified by the fast preamplifiers. Unfortunately, by the
nature of the experiment, the detector end-caps had to be placed in the close proximity of the head-
tube, and so of the HV transformer as seen in figure 3.16. The electromagnetic interferences were
strong and fast enough to be separately detected by the spectroscopy amplifiers, which having adow
timing response, become overloaded and then blocked. Even after efforts have been done for EMI
shielding of the detectors, of the head-tube and of the rest of the X-ray source, the spectroscopy
amplifiers were still blocked on that short periods of time. The figure 3.17 shows the number of
g-photonsfrom the spontaneous decay emitted by theisomeric target versus phase-time. What canbe
seen is that the effect of resdual EMI suppressed the counting rate of the spontaneous emission by
overloading the acquisition system. The insets are magnified views around those periods. They show
that those periods of interference werelimited to about 30 nsintervals at the beginning and at theend

of the current pulses to the X-ray head.
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Figure 3.17. Phase-time distribution analysis of gamma photons from the natural decay
of "®Hf™ during one period of irradiation (16.6 ms). During thefirst 2.5 ms
the high voltage (HV) is applied on the X-ray tube. The spectroscopy
amplifiers are blocked by EMI during the fast transients of the applied HV.
These periods are seen in the insets as sharp dead-time periods of gamma
acquisition
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3.3.2 Experimental Setup and Data Acquisition for PIGE Investigation of *"®Hf™ with Synchrotron

Radiation

In a different manner, the data acquisition in experiments with monochromatic synchrotron
radiation had continuous characteristics, meaning that the data digitization and logging worked
concomitantly. That was required because the periods of irradiation, at constant energy of incident SR
beam where in the range of hundreds of seconds, making impossible hosting the data by PC and
logging it at an ulterior time. Also, the decision was made to record the continuous raw stream of
digitized data of the back-end electronics. This was done in order to be able to replay them at any
ulterior time. Enhanced performances of the computer system were necessary and updated PCswere
used in different synchrotron irradiation experiments.

In general, the energy and timing information, corresponding to two 10% HPGe detectors,
together with one more timing channel associated to the APD detector were continuously acquired
(figure 3.18). The timing channels corresponded to the interval of time measured between the each
detected gamma-photon and the clock cycle period of the synchrotron storage ring.

In order to synchronize the acquisition system with the beamline system that controlled the
advancing of the monochromator and monitored the incident flux on sample, the digital signal used
for gating the counters of the ionization chambers was passed to the DAQ system and used for
triggering. The gating signals were generated for equal periods of time at each stepped energy of the
SR beam, immediately after changing the monochromator energy, as shown in figure 3.19. The
inbeam datawas acquired on each period of the gate signals, same asfor the ionization chambers. At

the end of each inbeam data accumulation period the DAQ system commanded a motorized absorber
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