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I. Introduction

E ARTH-CENTRIC spacecraft have been designed for decades asmonolithic systems, which are highly integrated systems conceived to fulfill
a set of goals satisfying certain user needs. Such systems include dedicated space and ground segments that may go unused or be

decommissioned after the end of the mission. As space missions have been traditionally designed as highly tailored projects, engineers always
worked to conceive their systems as “stovepipe” craft (i.e., systems that do not share data with other spacecraft). However, the space industry
nowadays is looking at concepts involving distributed satellite systems (DSS) that, for the purposes of this paper, we define as a space system
allocating functionality among multiple spacecraft that interact in order to achieve desired goals. This definition is consistent with others in the
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literature, such as Maessen [1], D’Amico et al. [2], or Mosleh et al. [3]. This definition includes a wide range of concepts that allocate program-
level, mission-level, or spacecraft-level functionality to different units, which may be owned and operated by one or more organizations, such as
swarms, constellations, clusters, trains, fractionated spacecraft, and federated systems.

DSS are certainly not new, and they have been proposed and studied since the beginning of the space age: for example, in the context of satellite
constellations that would provide continuous Earth coverage [4]. However, these concepts have recently gained renewed attention from industry
and academia, as witnessed (for example) by several announcements for large constellations of spacecraft in low Earth orbit (LEO) to provide
imagery and communications services [5].

This paper is motivated by the general question of whether the time is ripe for this architectural paradigm to emerge as dominant, or whether the
industry still faces the conditions that led similar concepts to fail as business propositions in the late 1990s and early 2000s [6]. Although this is a
challenging question to address in any single paper, this paper contributes to addressing that question bymeans of a critical survey that attempts to
describe the state of the art inDSS technology and identify the nature of anypotential technical and nontechnical barriers for the implementation of
such concepts.

Specifically, the goals of the paper are 1) to provide a historic review perspective of how different DSS concepts came about; 2) to provide a
taxonomyofDSSconcepts, demonstrated in flight or proposed, basedonmorphological analysis; 3) toprovide a comprehensive assessment ofmodern
concepts and technologies of distributed functionality in space, including ones that have been recently proposed but never demonstrated, such as
fractionated and federated spacecraft; 4) based on the analysis of the historical review and the state of the art of technical and nontechnical aspects of
DSS, to conclude on the current barriers to DSS implementation; and 5) to propose a research agenda on DSS that addresses some of these barriers.

This paper focuses primarily on Earth satellite systems for observation, communications, and navigation, rather than interplanetary spacecraft
and space exploration. This is because, although there are certainly examples of DSS for space exploration, most DSS to date have been Earth-
centric systems. In addition, Earth-centric systems have more mature markets that introduce interesting forces in the system architecture process.
That being said, a fewplanetarymissions are alsomentionedwhen appropriate, and the survey of the state of the art of the technologies relevant for
DSS applies for space exploration as well. For a recent review of DSS concepts for space exploration, the reader is referred to [7].

The remainder of this survey paper is structured as follows: Sec. II provides a historical perspective onDSS. Section III proposes a classification
of DSS, unifying the different concepts presented. Section IV identifies key enabling technologies for DSS, reviewing accomplishments and
challenges for each of them. Section V discusses nontechnical barriers to the implementation of DSS, and it reviews work in this area. Section VI
outlines an agenda for future research and developments in the field, and Sec. VII draws conclusions from the review.
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II. Review of the History of Distributed, Fractionated, and Federated Systems

We start this literature review with a historical look at space system architectures and the factors that led to the emergence of distributed
architectures. Although the focus of the paper is distributed architectures, severalmonolithic systems arementioned in this section for contrast and
historical completeness. The review is organized in loose chronological order, as opposed to by application (e.g., Earth observation,
communications), so we jump from application to application as needed. Of note, although many missions are mentioned and discussed in this
section, the goal of this section is not to provide an exhaustive list of all theDSSmissions ever flown,whichwould be a daunting task for any single
paper. The goal is rather to discuss some of the main missions that tell the major stories of how different types of DSS came about. The interested
reader is referred to other recent surveys of distributed satellite systems, such as [8]. Definitions formonolithic systems and specific DSS concepts
are introduced as needed, although more precise definitions are derived from the taxonomy introduced in Sec. III.

A. Era of Capability Demonstration (1950–1960s)

The history of space systems starts with smallmonolithic systems focusing on demonstrating capability (e.g., access to space). For the purposes
of this paper, we will define a monolithic system as one that embeds every space segment function required to achieve mission goals in a single
spacecraft, with little or no sharing of resources foreseen amongmultiple spacecraft. The first phase of exploration of near-Earth spacewas indeed
focused on testing various space technologies and demonstrating the capability of nations to access space. This was the era of Sputnik and the
Explorer satellite missions, in the late 1950s and the early 1960s. Monolithic architectures made sense at the time: those goals could be achieved
with relatively small assets, so therewas no engineering incentive to add functionality or break it down acrossmultiple spacecraft.Moreover, those
goals did not require coordination or interoperability between multiple spacecraft.

B. Resource Sharing Begins in the Ground (1950–1960s)

Akey idea behindmodernDSS is resource sharing acrossmultiple assets. Interestingly, the first resource-sharing efforts appeared in the ground
segment as opposed to the space segment. Although spacecraft were designed to operate as stovepipe systems, the space industry started
addressing the question of interoperating spacecraft at the ground segment level since its early days, in order to exploit the benefits associatedwith
coordinated observations and reuse of ground segment infrastructure across space missions. This led, for example, to the creation ofMinitrack by
the Naval Research Laboratory [9] (later renamed as Satellite Tracking and Data Acquisition Network, or STADAN, by NASA) and the NASA
Deep Space Network in 1958 [10]. As the industry evolved, agencies put even stronger emphasis on organizing their projects to have ground
segments (both receiving stations and data-processing and storage facilities) shared bymultiple missions, in light of technical synergies as well as
cost and schedule savings achieved in this way.

This trend continued until the present day. Indeed, a few ground networks around the world currently operate most NASA spacecraft.
NASA’s Space Communication and Navigation System features three different ground systems: the Deep Space Network, consisting of three
sites with 34–70 m parabolic antennas in Goldstone, Madrid, and Canberra, primarily for interplanetary spacecraft; the Near Earth Network,
which is a set of a dozen or so ground stations scattered around the world with 10–15 m parabolic antennas primarily for Earth observation
spacecraft; and the SpaceNetwork (started in the 1980s), which is a set of ground stations inWhite Sands andGuam devoted to communication
with the Tracking and Data Relay Satellite System in geostationary Earth orbit (GEO), and which supports human spaceflight among other
missions. Similarly, the European Space Agency (ESA) established the European Space Operations Center in 1967, and their deep space
tracking system (Estrack) in 1975. Estrack is a network of 10 ground stations with 35, 15, and 4.5 m parabolic antennas spread out around the
world [11].

C. Predecessors of Distributed Satellite Systems (1960s)

Another key idea in DSS is the tradeoff between the number of assets and the complexity of each asset. A fewmissions that exploited this idea
early on, and thus could be considered predecessors of DSS, emerged early in the 1960s. In 1961, the United States launched Project West Ford
[12], which was a set of 480 million femtosatellites (1.78 cm long each) to attempt to provide an artificial ionosphere, which would be used to
facilitate ground communications between the military. This is similar in nature to current efforts in femtosatellite exploration. Another example,
also with very simple assets but a much lower number of satellites, involved the Calsphere (calibration sphere) missions, which were a set of four
satellites launched in the 1960s that were used as reflectors to calibrate ground radars [13]. Although both systems consisted of several spacecraft,
their functionalities were extremely limited, and there was no coordination or communication between those spacecraft.

Another set ofmissions that could be considered DSS predecessors was themanned space program. Indeed, the Gemini program demonstrated
the first instances of rendezvous (Gemini 6–7) and dockingmaneuvers (Gemini 8); and the architecture chosen for the Apollo programwas based
on several vehicles (service/command module and lunar module) as opposed to a single one [14].

Also around this time, researchers started to realize that launching sets of satellites following certain orbital patterns (constellations) could lead
to improved capabilities such as continuous coverage [4], although this work remained mostly theoretical, as the first (civil) constellations would
not be launched until the 1970s.

D. Satellite Series in Earth Observation (1960s–1990s)

As the space industry transitioned from a pioneering phase to a more mature exploitation phase, requirements started to grow, and spacecraft
evolved quickly from simple single-instrument systems with short design lifetimes to more complex multi-instrument platforms with lifetimes
surpassing 10 years. Weather forecasting was an area of particularly fast development early on, as several series of incrementally improved
satellites were launched in short periods of time. These series could be considered as predecessors ofmodern constellations because the lifetime of
some of those assets overlapped. The first of these series was the Television Infrared Observation Satellite (TIROS) Program. TIROS-1 was the
first U.S. Earth civil observing satellite, carrying a single payload (two black-and-white television cameras). Nine other TIROS first-generation
satellites (∼120 kg) were launched between 1960 and 1965. Several other series followedTIROS.Nine second-generation (also known as TIROS
Operational System/Environmental Science Services Administration) satellites followed between 1966 and 1969 (∼140 kg) as, gradually,
additional equipment such as microwave and infrared radiometers and sounders were added to the payload. Nine third-generation (also known as
Improved TIROS Operational System) satellites (∼340 kg) were launched between 1970 and 1976, continuing the incremental improvements;
and lastly, 11 fourth-generation (also known as advanced TIROS) satellites (∼1700 kg, with some exception) were deployed between 1978 and
1994 [15]: these are the direct predecessors of the current constellation of U.S. weather polar satellites (National Oceanic and Atmospheric
Administration). In themilitary domain, theDefenseMeteorological Satellite Program (DMSP) hasmaintained a constellation of satellites in sun-
synchronous orbits since the early 1960s, with over 50 satellites launched.
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E. Satellite Constellations for Navigation and Communication Services (1970s–1990s)

Asmentioned, satellite series are precursors to constellations,which appeared a fewyears later and have becomequite popular these days. The idea
of satellite constellations was developed in the 1940–1960s: to deploy multiple satellite units into coordinated orbits and operate them to achieve a
commongoal, typically related toprovidingglobal coverage, low latency, or low revisit timecommunications or imaging services [4,16].The satellite
series listed in the last section could be considered to fit this definition because multiple satellites did have some overlap inmission lifetime, and that
overlap was intentional to improve coverage and revisit time. However, the full power of constellations, coming from large numbers of satellites, did
not appear until the 1970s, with the first constellations for navigation purposes, and reached maturity in the satellite communications industry.

The first eight satellites of theGlobal PositioningSystem (GPS) constellation,weighing about 700 kg each,were launched into an inclined (55 deg
inclination) ∼20;000 km orbit between February 1978 and April 1980 [17]. Of note, GPS satellites were still launched individually, but the
requirement to have a large number of satellites in orbit simultaneously is an important difference with respect to satellite series. The GPS program
currently maintains a constellation of 24–32 satellites generating signals at multiple frequencies in the L band. The Russian Global Navigation
Satellite System (GLONASS) was launched a few years later (first launch in 1982), with similar parameters (24 satellites, ∼19;000 km, L band,
750 kg for the third-generation satellites), except for the inclination,whichwas set to 64.8 deg to provide better coverage of high-latitude regions [18].
The European Galileo was designed several years after GPS and GLONASS, but the parameters were also quite similar (23,616 km, 56 deg
inclination, 625 kg, L band) [19]. Designed to consist of 30 satellites, Galileo is currently being deployed, and 13 satellites are currently operational.
As discussed in Sec. IV, these constellations are the basis for the navigation systems of many, if not most, DSS and other space systems.

Although the design ofmost navigation constellations converged on an optimal value of 20–30 satellites inmediumEarth orbits (MEOs), some
designs of constellations for communications purposes in lowEarth orbit often hadmanymore. Indeed, although small constellations of satellites
in geostationary orbit for communications purposes, such as the Tracking and Data Relay Satellite System relay satellite system [20], had existed
since the 1960s,more distributed concepts based on large constellations of satellites in LEO started being explored around the 1980s because they
offered advantages in terms of power requirements and latency. The first LEO constellations for communications purposes, Iridium [21] and
Globalstar [22], consisted of 66 and 48 satellites, respectively, and theywere deployed 20 years after the first GPS launch, as Iridium launched its
first satellites in 1997 andGlobalstar in 1998. Besides Globalstar (48 satellites in LEO) and Iridium (66 satellites in LEO), a similar example is the
Orbcomm satellite constellation (50 satellites in LEO) [23].

After Iridium and Globalstar, many more constellations were proposed. Some of them were designed with intersatellite links, some with
internetworked ground segments and somewith both: the decision depending on a tradeoff between system performance, cost, and the allocation
of technical complexity between the space and ground segments.

Interestingly, despite the fact that all of these constellationswere technical successes,many of them failed to achieve the business goals they set for
themselves due, for example, to parallel developments in terrestrial infrastructure competing in cost and user penetration with the satellite
communications market. Table 1 (adapted from [24]) shows a list of all non-GEO communications constellations proposed in the 1990s; indeed,
many of them remained at the proposal stage due to a failed value proposition or a failure to close their business cases [6]. The number of satellites in
these proposed constellations varied between 2 and 840 (Teledesic). It is noteworthy that some constellations changed the number of operational
satellites between their initial Federal Communications Commission (FCC) filing and the ultimate deployment. For example, the Iridium
constellation [25] went from 77 operational satellites (also the atomic number of the element Iridium) to 66 satellites by choosing a higher altitude.

F. Faster, Better, Cheaper, and the Small-Satellite Revolution (1990–2010s)

If the development of constellations followed a desire to improve coverage and revisit time, another driver of distribution in Earth observing
systems came from engineering and programmatic considerations.

Increasingly stringentmeasurement requirements in the 1980s led to a trend to packmore functionality, and thusmass, on each satellite. In addition,
placing many instruments on the same spacecraft facilitated cross-registration of datasets obtained by all the instruments on board, which increased
satellite mass even further. This trend culminated with the launch of Upper Atmosphere Research Satellite (UARS) in the United States (1991) and
Envisat in Europe (2002). Envisat is still the largest civil Earth observing satellite ever built, with 10 instruments and 8 t of launch mass. UARS and
Envisat were not alone in this trend: several other large observatories were conceptualized during the 1980s and developed in the 1990s. This is
illustrated in Fig. 1, which shows the evolution of the mass of Earth observation spacecraft in Europe and the United States between 1960 and 2010.

Some notable examples of large observatories in the United States are UARS (5902 kg), Terra (5190 kg), CRRES (Combined Release and
Radiation Effects Satellite, 4383 kg), Aqua (3117 kg), and Aura (2970 kg). It is also important to note that early concepts for both the ESA’s
Envisat and theNASAEOS (primarily Terra,Aqua, andAura)were based on even larger observatories. For example, early concepts for theNASA
EOS were based on two 15 mt observatories carrying a total of 37 instruments [26–28].

As Earth observation and spacecraft engineering matured, the community realized that distributed systems could still satisfy some of the data
cross-registration requirementswhile substantially reducing engineering efforts driven by the large sizes of platforms and the negative interactions
between instruments [29]. There was also some concern about launch risk and program robustness, as a single launch failure would have an
enormous impact on the program. The history of the descoping process of theNASAEOS is testimony to this trend. As Fig. 2 shows, although the
first concepts for EOS were based on two 15 mt satellites, the implemented concept allocated instruments to three large but more reasonable
platforms of Terra (1999), Aqua (2002), and Aura (2004), in addition to a number of smaller free fliers, including TRMM (Tropical Rainfall
Measuring Mission, 1997), the Active Cavity Radiometer Irradiance Monitor (ACRIM) satellite (ACRIMSAT; 1999), QuikSCAT (Quick
Scatterometer, 1999), Jason 1 (2001), the Solar Radiation and Climate Experiment (SORCE; 2003), and the Ice, Cloud, and Land Elevation
Satellite (or ICESat; 2003), among others [30].

Similarly, following the all-encompassing 8 mt Envisat mission, which cost over 2 billion Euros [31], the ESA started their Earth Explorers
program, based on smaller spacecraft with more focused scientific objectives and stringent cost limits. For example, 1) GOCE (Gravity field and
steady-state Ocean Circulation Explorer, 2009, 350 M€ (million-euro)) is a 1100 kg spacecraft focusing on measuring variations in the Earth’s
gravity field; 2) SMOS (Soil Moisture and Ocean Salinity, 2009, 315M€) is a 683 kg spacecraft focusing on soil moisture and ocean salinity
measurements; and 3) CryoSat-2 (2010, 140M€) is a 711 kg mission focusing on cryospheric measurements.

Thus, during the 2000s and 2010s, space systems started to shrink in size, leaving behind the “engineering nightmares”∗ of the extra-large
platforms. Indeed, one can see that the envelope of Fig. 1 peaks around the 2000s with Envisat, UARS, Terra, etc.; and then it steadily decreases.
This reverse in trend is sometimes referred to as the small satellite (or smallsat) revolution: a term coined in the 1990s [32]. It was also around this
time that Goldin, McCurdy, and others advocated for a “faster, better, cheaper” approach for the U.S. space program [33]. Specifically, Goldin
called for a “focus on smallermissions” and to “stop putting all of our eggs in one basket [34].”Thismore distributed architecture presented several
other advantages, including shorter development time and time to science, decreased risk of obsolescence, and decreased overhead costs, among

*This term was used by a Senior Engineer at the ESAwhile describing his experience with the Envisat mission to one of the authors.
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other things [35]. The Surrey Space Centre was an important actor early on in the smallsat revolution, as they demonstrated that their disaster
monitoring constellation [36] could achieve significant performancewith a spacecraft launchmass of 88 kg, whichwas an order ofmagnitude less
than other similar imaging spacecraft such as Landsat or Spot.

Although satellite constellations such as the GPS can certainly be considered DSS, one could argue that the idea of allocating program goals
across a set of smaller heterogeneous satellites in the 1990s and 2000s represented another important step for distributed satellite systems, going
beyond just coverage considerations. Indeed, for the purposes of this paper, distributed satellite systems are broadly defined as systems where the
functionality needed to achieve a common set of goals is distributed among different spacecraft, which includes for example the case of NASA
EOS, where a set of instruments required to satisfy the program’s goals were allocated to several platforms.

G. New DSS Concepts and the Advent of Formation Flying (2000s–2010s)

As spacecraft technologies evolved, advanced space system concepts such as trains, clusters, and swarms, calling for greater distribution of
functionality, began to emerge in Earth observation, driven by the need to acquire and compare measurements obtained with different types of
diversity (e.g., range, view angle, spectral content). A coarse timeline of these concepts is shown in Fig. 3.

A few years into the NASA EOS program, in the early 2000s, the concept of the NASA Afternoon constellation (known as A-Train) was
developed, in which Earth observing satellites with synergistic measurements, related mostly to atmospheric parameters, were all launched into a
700 km sun-synchronous orbit with a local time of the ascending node around 1330 hrs and with small differences in mean anomaly (seconds to
minutes), thus facilitating the cross-registration ofmeasurements fromall satellites in the train [37].At the time ofwriting, theA-Train consisted of
six spacecraft (Orbiting Carbon Observatory-2 or OCO-2, Global Change Observation Mission 1st — Water or GCOM-W1, Aqua, Calipso,
CloudSat, and Aura), which combined carry 16 remote sensing instruments covering large portions of the infrared and microwave spectrum.
PARASOL (Polarization and Anisotropy of Reflectances for Atmospheric Sciences coupled with Observations from a Lidar), a French mission
carrying an infrared polarimeter, was part of theA-Train for 10 years but exited the constellation in 2013. Terra, Landsat-7, EO-1 (Earth observing
1), and SAC-C (Scientific Application Satellite-C) are all part of the so-called morning constellation, which is also a train, as all those satellites
share a common orbit with small differences in mean anomaly (although slightly larger than for the A-train).

A key idea behind many DSS concepts shown in Fig. 3 is formation flying, in which spacecraft states are dynamically coupled (e.g., they
maintain relative positions and/or attitudes within a certain control window). In a comprehensive survey, Scharf et al. defined formation flying as
“a set of more than one spacecraft whose dynamic states are coupled through a common control law” [38]. One of the first experiments with
formation flying was that of Landsat 7 and EO-1 within this A-Train. The two satellites were flown, maintaining a constant 60 s (or 450 km)
separation between them and observing the same ground track with an accuracy of 45 km.

Formation flying has been traditionally of interest to astronomy and Earth observation due to the opportunity of a higher spatial and temporal
resolution by the virtue of interferometric and other distributed observation techniques. Several missions based on formation-flying approaches

Table 1 Non-geosynchronous orbit (NGSO) communications satellite systems: dataset extracted
from FCC filings from February 1990 to May 1999a

System Filing date No. of satellites Tlife, years Altitude, km Mwet, kg Pbol, W

@contact May 1999 20 12 10,400 3,412 — —

AMSC NGSO November 1994 10 10 10,355 3,050 — —

Boeing NGSO January 1999 20 12 20,182 3,861 14,201
Celestri June 1997 63 8 1,400 3,100 13,600
Constellation June 1991 48 5 1,018.6 124.7 250
Ellipso November 1990 24 5 875 68 360
E-Sat November 1994 6 10 1,261 114 — —

Final Analysis November 1994 24 7 1,000 98.5 59
GE LEO November 1994 24 5 800 13 10.56
GEMnet November 1994 38 5 1,000 45 — —

Globalstar June 91 48 7.5 1,389 262 875
Globalstar 2 GHz September 1997 64 7.5 1,420 832 3,000
Globalstar GS40 September 1997 80 7.5 1,440 1,226 4,500
HughesLINK January 1999 22 12 15,000 2,940 10,500
HughesNET January 1999 70 10 1,490 2,050 8,200
ICO September 1997 10 12 10,355 2,750 — —

Iridium December 1990 77 5 765 340.7 — —

Iridium Mcell September 1997 96 7.5 853 1,713 7,300
Leo One September 1994 48 5 950 154 — —

LM MEO December 1997 32 10 10,352 2,171 — —

M Star September 1996 72 8 1,350 2,535 3,100
Odyssey May 1991 12 10 10,371 2,500 — —

Orbcomm February 1990 20 7 970 150 450
Orblink September 1997 7 7 9,000 2,010 — —

Pentriad September 1997 13 – High Earth orbit 2,139 10,247
SkyBridge September 1997 64 8 1,457 800 — —

SkyBridge II September 1997 96 10 1,468 2,650 — —

Spaceway September 1997 20 12 10,352 2,850 — —

StarLynx September 1997 20 12 10,352 3,500 17,000
StarSys May 1990 24 5 1,300 112 — —

Teledesic March 1994 840 10 700 795 11,595
Teledesic Ku January 1999 30 7 10,320 1,324 6,500
Teledesic V September 1997 72 7 1,375 614 5,000
TRW EHF September 1997 15 15 10,355 5,934 — —

Virgo January 1999 15 12 20,281 3,030 — —

VITA September 1990 2 5 805.5 45.5 42

aT life � design lifetime, Mwet � launch mass, and Pbol � power at beginning of life (adapted from [24]). Many satellite

constellation projects were proposed in the 1990s, but most were cancelled.
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such as large space interferometers have been proposed since the early 2000s [39], as well as onorbit servicingmissions for large inorbit telescope
arrays [40,41], yet many of the envisioned large interferometric missions have not been launched to date. Early formation-flyingmissions include
GRACE (2002, gravimetry) [42], TanDEM-X (TerraSAR-X— Synthetic Aperture Radar—Add-On for Digital Elevation Measurement, 2010,
radar interferometry) [43,44] and the Laser Interferometry Space Antenna (LISA; 2015, gravity wave detection). GRACE consists of two
spacecraft keeping the distance between them within 220�50 km. Microwave range measurements between the two spacecraft, combined with

Fig. 1 Evolution of mass for US (top) and EU (bottom) Earth observing satellites.

Fig. 2 Evolution of NASA EOS program architecture. Left: Original concept. Right: Implemented concept.
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precise orbit perturbationmodels, allowGRACEscientists to infer precise information about theEarth’s gravitational field. This is an example of a
unique scientific application of DSS that has had substantial scientific impact by any reasonablemeasure, as hundreds of papers have beenwritten
across many scientific disciplines, including (of course) gravimetry but also hydrology and oceanography among others. A follow-up mission
using laser ranging (GRACE-2) and a gap-filler mission with improved microwave ranging (GRACE Follow-On or GRACE-FO, to be launched
in 2017) are currently planned for launch in the next few years.

TanDEM-Xalso consists of two spacecraft (TerraSAR-X and a secondmaster spacecraft named after theTanDEM-Xmission). The concept is a
completely different Earth observation application of DSS; the goal is to produce global digital elevation maps using synthetic aperture radar
interferometry. In this case, the distance between the spacecraft can be changed, thus allowing for different baselines and imaging modes.

Another example of a unique scientific application of DSS is the LISA mission, for which a pathfinder mission was launched in December
2015. LISA consists of three spacecraft, each carrying an interferometer and flying in a triangular formation with a long baseline of 5 million km.
Like the very long base interferometry networks on ground, the purpose of this very long baseline is to achieve very high angular resolution, as
angular resolution in an interferometer is directly proportional to the ratio of the wavelength and the baseline. LISA will use this concept to
measure gravitational waves.

Other notable formation-flying missions are the Swedish-led PRISMA (technology demonstration mission launched in 2010), as well as the
Cluster and Swarmmissions, both in the domain of Earth´s magnetospheric science. The Cluster II mission [45] includes four spacecraft flying in
tetrahedral formation and interspacecraft distances ranging between tens and thousands of kilometers. The Swarm mission consists of three
identical spacecraft: two of them fly in a 87.4 deg inclined orbit at a mean altitude of 450 km, with an east–west separation of 1.0–1.5 deg, and a
relative delay in the orbit of 10 s; and the third one flies in a 88 deg inclined orbit at a mean altitude of 530 km [46]. The three satellites take
coordinated measurements of the Earth’s magnetic field with identical instruments. Similarly, the American MMS (Magnetospheric MultiScale
mission) mission to study the magnetosphere consists of four spinning spacecraft with deployable booms flying in an adjustable pyramidal
formation, which enables measurement of the three-dimensional structure ofmagnetic interactions [47]. The Terrestrial Planet Finder would have
been another interesting formation-flying mission with the goal of finding and charactering Earth-like planets orbiting distant stars, but it was
cancelled in 2011 [48]. Other examples of formation-flying missions included PROBA-3, Darwin, JC2Sat (Japan-Canada Joint Collaboration
Satellites), the MAXIM (Micro-Arcsecond X-Ray Imaging Mission), and Planet Imager [1]. Many more formation-flying missions have been
flown so far, but it is out of the scope of this paper to provide a complete review of those missions. The interested reader is referred to Maessen
(2014) [1] and Bandyopadhyay et al. (2016) [49] for a more exhaustive review of these missions (the latter focusing on nanosatellites).

Although the terms cluster and swarm have been used by the ESA to name two Earth science missions in the past, they refer more generally to
two broader classes of DSS concepts. The term cluster has been used since the 1980s [50] to define a set of spacecraft flying in close proximity to
perform a common mission. An example of a recently proposed cluster mission is aimed at instantaneous multiangular measurements of the
Earth’s albedo (bidirectional reflectance distribution function) to better characterize the amount of incident radiation reflected back to space,
which is a critical quantity for climate change modeling [51,52].

Swarms are biologically inspired DSS that feature self-organization among a large set of identical spacecraft [53]. Self-organization refers to
autonomously readjusting orbital geometries [54] and task allocations within the swarm in response to policy and goal changes [55]. This
adjustment is reached by deliberation processes among the spacecraft in the swarm, allowing them to operate in dynamic contexts with minimal
supervision. This concept can be applied to planetary and asteroid science missions [55] where a swarm could explore large areas of a planetary
body or an asteroid belt and, as promising data are sensed, dispatch teams of spacecraft to areas of interest. NASAhas shown significant interest in
swarm architectures for planetary exploration in the past 15 years. For example, Curtis et al. proposed the Autonomous Nanotechnology Swarm
(ANTS) in 2003 [56], and they envisaged an asteroid prospecting mission called the Prospecting ANTS Mission for the 2020–2025 timeframe.
This kind of architecture offers opportunities for new kinds of interactions between humans and spacecraft in the context of human space
exploration. Some of the challenges of this architecture are related to the high-degree autonomy of the onboard software [57]; in fact, the term of
autonomic systems was coined to refer to systems that are “self-protecting, self-healing, self-optimizing, and self-configuring” [58]. In [58],
Hinchey and Paquet studied this problem and proposed a formal framework to specify and generate this kind of autonomic systems.

H. CubeSat Revolution (2000–2010s)

In 1999, Puig Suari and Twiggs developed the CubeSat standard [59], which is a set of specifications intended to standardize the form factor of
small satellites weighing just a few kilograms, with the hope that the standard would lead to increased opportunities and reduced costs for
universities and other organizations to develop and launch their small spacecraft.

Almost 20 years later, hundreds of CubeSats have been launched into space by universities, private companies, and even space organizations
such as NASA. A list of all CubeSat launches can be found in Michael Swartwout’s CubeSat Database.‡ A notable member of this database is
Planet, formerly Planet Labs, which at the current pacewill soon have launchedmore CubeSats into space than all other civil organizations in the
world combined [as of 12 November 2016, it has launched 182 out of 486 CubeSats (i.e., more than one-third of all CubeSats ever launched, and
32 out of 49 (or approximately two-thirds) of the CubeSats launched so far in 2016].

The addition of the 3U (3 Units) and 6U specifications to the CubeSat standard have considerably increased the capabilities of CubeSats,
which are now being considered to be part of the NASA flight systems to go to the moon and Europa or for Earth observation. An excellent
example of the latter is the decision byNASA to select TROPICS (Time-ResolvedObservations of Precipitation structure and storm Intensitywith
a Constellation of Smallsats), which is a constellation of 12 3UCubeSats for tropical stormmonitoring, as an EVI-3 (Earth Venture Instrument 3)
mission. There are several other NASA CubeSat missions under development, including IceCube [60] and Raincube, among others [61].

Fig. 3 Coarse timeline of some distributed satellite systems.

‡Data available online at https://sites.google.com/a/slu.edu/swartwout/home/cubesat-database [accessed 24 July 2017].
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The CubeSat revolution has also spurred interest in formation-flying concepts based on nanosatellites. AeroCube-4 demonstrated formation
flying using differential drag techniques. CanX-4 and CanX-5 demonstrated submeter formation control within distances ranging from tens of
meters to a kilometer. AeroCube 7 A-B-C will demonstrate proximity operations using laser ranging to maintain distances of a few hundreds of
meters between spacecraft. Other planned nanosatellite missions to demonstrate formation flying include CPOD (Cubesat proximity operations
demonstration) [62], mDOT (miniaturized distributed occulter/telescope) [63], SAMSON (satellite mission for swarming and geolocation),
TW-1 (Tian Wang 1), DELFFI (Delft formation flight), Swift, QUEST (Kyushu/U.S. Experimental Satellite Tether), CANYVAL (CubeSat
Astronomy by NASA and Yonsei using Virtual Telescope Alignment), and others.

I. Current and Future DSS Trends and Concepts (2010s–Future)

We note three primary trends for current and future DSS: a substantial increase in the number of elements in space systems, the distribution of
functions at the spacecraft level as opposed to the program level, and the decentralization of ownership and operations. Each of these trends is
discussed in the following, together with the corresponding concepts (ultralarge constellations, fractionated systems, and federated systems,
respectively).

1. Very Large Constellations

The combination of the CubeSat revolution, advances in miniaturization of space technology, and the appearance of new actors in the space
industry, have resulted in an increase in interest in concepts based onvery large constellations of tens to hundreds of satellites. Indeed, the ability to
build and launch a satellite for less than a 1M U.S. dollars (USD) in some cases has led many organizations to consider distributed architectures
based on large constellations for both communications and Earth observation. A list of satellite constellations currently being planned or
developed is shown in Table 2 [64–73].

Taking the idea of large constellations to the limit, and perhaps inspired by some of the early DSS predecessors mentioned here, Manchester
et al. proposed femtosatellite-based stochastic exploration, i.e., the use of thousands of satellites each weighing only a few grams to do space
exploration [74]. These tiny spacecraft have severe limitations in their ability to control their position and attitude (or even just to communicate
with other spacecraft orwith the ground), hence the term “stochastic” exploration. They also pose interesting dynamics challenges, especially near
irregular bodies such as asteroids, as discussed in the work of Weis and Peck [75].

2. Fractionated Systems

Fractionated space systems are a notional concept in which the traditional functionality of a monolithic spacecraft (i.e., taking measurements,
providing power, communication services, data processing services, or navigation services among others) is divided into a set of smaller units or
fractions interoperated to achieve coordinatedmission goals. This is thus amuch deeper level of distribution of functionality across different assets
than that of theA-Train, since in the former case is spacecraft-level functions are distributed, whereas in the latter case program-level functions are
distributed. Fractionation was spearheaded by the Defense Advanced Research Projects Agency (DARPA) F6 project [76], which developed
underlying concepts and enabling technologies (such as encryption) but did not bring a demonstration mission to orbit.

Table 2 Future satellite constellations and ongoing developments (2015 to date)a

Constellation name Status Service characteristics
No. of

spacecraft

OneWeb [64] Under development Space Internet Global internet broadband services Latency (round trip): 50 ms 648
Launch mass: 200 kg
Orbital altitude: 1200 km Orbital inclination: not available
Manufacturer: Airbus Defence and Space (as of October 2015)

Iridium NEXT [65] Under development Iridium first-generation replenishment: mobile services phone/data 66
Launch mass: 860 kg
Orbital altitude: 780 km Orbital inclination: 90 deg (polar)
Manufacturer: Thales Alenia Space

O3b [66] Operational Space internet Latency (round trip): 280 ms 12
Launch mass: 700 kg
Orbital altitude: 8063 km Orbital inclination: less than 0.1 deg (equatorial)
Manufacturer: Thales Alenia Space/Operatore SES Luxembourg

LeoSat [67] Under development High-throughput space internet Latency (round trip): less than 50 ms User throughput: 1.2
Gbps 4th Generation backhaul complying with Long Term Evolution standards

78–108

Launch mass: not available
Orbital altitude: not available Orbital inclination: not available
Manufacturer: Thales Alenia Space

Skybox [68] Under development High-resolution high revisit time, visible imaging 13
Launch mass: 120 kg
Orbital altitude: not available Orbital inclination: not available
Manufacturer: Space System Loral

SpaceX satellite
constellation (name TBD)
[69]

Proposed Space internet 4025

Launch mass: not available
Orbital altitude: not available Orbital inclination: not available
Manufacturer: SpaceX

Samsung satellite
constellation (name TBD)
[70]

Proposed [71] Space internet “Zetabyte/month capacity, which is equivalent to 200 GB∕month to 5 billion
users worldwide.” [71] Individual satellite capacity: “Terabit/s data rates with signal latencies
better than or equal to ground-based systems” [71]

Blacksky [72] Proposed High-resolution high revisit time, visible imaging 1 m resolution Launch mass: 50 kg Orbital
altitude: 450 km Manufacturer: Spaceflight Industries

60

Planet [73] Operational High revisit time, visible imaging 3–5 m resolution Launch mass: 4 kg Orbital altitude:
400–700 km

113–250

aTBD denotes “to be determined.”
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3. Decentralization of Ownership

Several newDSS concepts have been proposed in the last few years but not yet implemented, such as fractionated systems and federated systems.
Although fractionated systems clearly require strong coordination and resource sharing between assets, a single organization still retains

ownership of the entire system. SomenewDSS concepts are instead basedon the idea of decentralizing ownership. This is a defining characteristic of
a systemof systems, inwhich different assets are owned andoperatedbydifferent organizations [77].Bygiving upcontrol over someof the assets and
sharing resources, organizations can achieve their goals in a more cost-effective way. Satellite missions have been loosely designed as systems of
systems, such as the case of Europe’s Copernicus earth observation infrastructure including satellites, air, and ground measurements [78].

Another example of decentralization of ownership is hosted payloads, inwhich customers fly their payloads on a host organization’s spacecraft,
paying for resources consumed on board a host spacecraft (mass, volume, power, data rate). An example of this is the IridiumNext program [79],
in which Iridium is selling hosted payload slots in each of the 66 satellites of their next-generation communications constellation. GEOScan is an
example of potential use for some of these hosted payload opportunities to do Earth observation [80,81].

Similar to systems-of-systems and hosted payloads, a more recent DSS proposal is that of federated satellite systems (FSSs), which include the
idea of sharing unused capacity among spacecraft in a cloud-computing network in orbit [82].AnFSS seeks opportunistic resource sharing among
participating spacecraft, where satellites act either as customers or suppliers of resources (being able to switch their roles at different times) based
on opportunity cost calculations and desired user requirements in terms of performance and cost for theirmissions. Resources that could be shared
in a federation include data processing power, data storage, link time to the ground, instrument time, and others. The idea of FSSs can be thought of
as a transposition of the ideas of the sharing economy and cloud computing to upstream space applications. Satellites acting as suppliers in a
federated network can generate side revenues thanks to the exploitation of unused resources, whereas customer satellites can leverage additional
resources that are not available to them. In doing so, the network as a whole is used in a more efficient fashion; furthermore, FSS networks allow
the deployment of short-term satellite services, lowering the access barrier to the exploitation of space resources to the downstreamcommunity.As
a result of implementing FSSs in space operations, satellite services and custom-defined remote sensing data become commodities. Consequently,
the exploitation of satellite assets becomes more accessible to a wider community of users.

III. Classification of Distributed Satellite Systems

Different types of DSS have been proposed to date, including constellations, clusters, swarms, trains, fractionated spacecraft, and federated
satellites, among others. From the point of view of system architecture, these concepts vary across different dimensions, such as the number of
assets, homogeneity of the assets, physical separation between the assets, and so forth. This section applies a morphological analysis [83] to
propose a new taxonomy to classify DSS from the system architecture standpoint.

Amorphological analysis is a general problem-solvingmethodology developed byZwicky in the 1960s to structure and investigate the total set
of relationships contained in multidimensional, nonquantifiable, complex problems [83]. The method is often used in systems architecture and
conceptual design because of its simplicity and ability to systematically explore a set of alternatives [84]. Here, we use it to understand the
structure of DSS architectural decisions and to explore potential new concepts.

Several taxonomies have been proposed in the past to classify DSS with different purposes [7,85]. A popular classification is based on
application: Earth science, planetary science, astronomy, onorbit servicing, space situational awareness, etc. Shaw et al. described a general
classification of satellite systems based on their level of distribution (cluster size), level of coordination between satellites (collaborative vs
symbiotic), architectural homogeneity, and operational characteristics [86]. Maessen distinguished between formations and constellations based
on whether a relative or absolute spacecraft state (position, velocity) is controlled [1]. Sullivan et al. categorized relativemotion dynamics models
by their state representation (e.g., relative position/velocity, orbital elements), orbit type, and linearity assumptions of the model [87]. Instead of
providing a classification of DSS themselves, Corbin developed a taxonomy of the unique emergent capabilities that DSS can have. This
taxonomy included shared sampling (multiple assets taking the same measurement to increase coverage metrics), simultaneous sampling
(multiple assets taking measurements of the same observable from different locations, such as in stereoscopic imaging), self-sampling (some of
the assets generating signals and others receiving those signals, such as in bistatic radar, or in missions where relative position/velocity
measurements are done, such as with GRACE), census sampling (multiple assets conducting multiple measurements of an observable with the
goal of reducing uncertainty in the estimation of the property of interest), stacked sampling (heterogeneous assets taking measurements of the
same observable using different and complementary techniques, such as infrared and microwave sounding), spaced sampling (additional assets
being deployed after gaining knowledge by the first assets), and sacrifice sampling (a large number of assets being deployed into a harsh
environment with the hopes that at least some of them will survive) [7].

Scharf et al. characterized formations according to their size (e.g., the number of spacecraft N), precision requirements, and ambient dynamic
environment [38]. They considered “small” formations as thosewithN ≤ 5 and “large” as those forwhichN ≥ 20. Although this survey is by now
more than a decade old, no large formations have yet been realized in space, whereas demonstrations of small formations (in particular, two-
spacecraft formations) have been flown several times, as discussed previously. The survey further classified high-precision formations as those
that require relative precisions of centimeters per arcminute or smaller, and low-precision formations as those that have precision requirements
greater than 1 m∕ deg. Scharf et al. also distinguished two relevant environment categories for formation flying: one related to deep space
missions; and the other related to planetary orbit environments, with the latter being the more frequent and the only ones for which missions have
been demonstrated in orbit. The distinguishing factor between the two categories is the disturbance environment encountered by the mission. In
deep space, as expected, disturbances are minimal and formation flying reduces to a problem of relative spacecraft dynamics in double integrator
form [88]. On the other hand, in planetary orbit environments, as in the case of Earth formation-flying missions, a more complex relative
formation-flying problem is present due to the orbital dynamics and environmental disturbances. Complexity is induced by the need of ensuring
adequate performance in terms of relative positioning while minimizing fuel consumption to meet spacecraft resource constraints.

Although the previous taxonomies are useful in their own contexts, they are not ideally suited to discuss architectural differences between
current and future DSS concepts. Table 3 shows our proposed taxonomy, based on amorphological analysis of DSS concepts. The purpose of this
new taxonomy is to provide a unified framework to describe different DSS architectures, regardless of the nature of themission they perform. For
example, the proposed taxonomy does not include considerations related to the application or the temporal or spectral distribution of the
measurements done by the DSS.

A DSS consists of multiple units, which are individual spacecraft or fractions that are physically separated in space. The taxonomy is based on
five factors, each of which can take two levels (high/low): degree of homogeneity, DSS size, degree of spatial separation, degree of functional
interdependence, and operational/ownership independence. The degree of homogeneity is defined as the degree of structural similarity of the units
(e.g., high for constellations of identical satellites such as Iridium, and low for fractionated spacecraft). The DSS size is defined as the number of
units participating in the DSS (low if ∼10 units or less, and high if more). The degree of spatial separation is defined as the maximum physical
distance between units in the DSS (low if less than ∼100 km, and high otherwise). The degree of functional interdependence is defined as the
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degree to which each unit in the DSS relies on other units to perform basic functions, which is high (for example) for fractionated spacecraft but
low for swarms and federated spacecraft. The operational/ownership independence is defined as the degree to which each unit is operated and/or
owned by different organizations, which is high in the case of FSSs (for example) but low in the case of constellations.

Therefore, according to Table 3, a constellation such as Iridium is defined as a DSSwith a high degree of homogeneity, a high DSS size, a high
degree of spatial separation, a low degree of functional interdependence, and low operational/ownership independence. On the other hand, a
cluster is defined as a DSS with a high level of homogeneity, a low DSS size, a low degree of spatial separation, a high degree of functional
interdependence, and a low operational/ownership independence. The spacecraft swarms literature defines them as featuring a large number of
identical units and low functional interdependence.

One of the strengths of morphological analysis is that it implicitly enumerates a large number of alternatives, namely, the Cartesian product of
the sets of options for each attribute. Some of these alternatives may be infeasible or nonsensical (e.g., it is unclear that it makes sense to have high
spatial separation and high functional interdependence at the same time), and some may already be known, but some may also lead to new
concepts. Indeed, note that Table 3 does not contain all possible types of DSS; the table explicitly enumerates a space of 25 � 32 possible DSS
architectures. Some of these combinations have already been proposed by other researchers, such as clustellations (a mix of clusters and
constellations [85]) or the use of heterogeneous hosted payloads on commercial constellations (e.g., GEOSCAN program [89]). Some could be
new, such as concept 8, which is a DSS that is both fractionated and federated (small system of heterogeneous assets in close proximity where the
assets are functionally interdependent but owned/operated by different organizations).

IV. Enabling Technologies

One of the most important factors that has hindered the development of DSS so far is the maturity of key enabling technologies. In this section,
we provide an updated state of the art of the key technologies, with the goal of identifying anymajor gaps preventing the development of DSS.We
distinguish between subsystem-level technologies (such as high-accuracy attitude control systems, high-bandwidth communication systems, or
high-throughput computing systems), and system-level capabilities (such as formation flying, autonomous and collaborative onboard decision-
making, intersatellite networking services, or cybersecurity services). Note that system-level capabilities require the integration of several
subsystem-level technologies.

A. Subsystem-Level Technologies

The key subsystem-level technologies related to the development of DSS are attitude determination and control systems, propulsion,
communications, and onboard data processing.

1. High-Precision Attitude Determination and Control

High-precision attitude determination and control are needed inmanyDSS concepts in order tomaintain the relative attitude of the units during
communications, observations, or resource exchanges. For example, spacecraft in a train must be able to simultaneously point to the same targets.

Other reasons for high-precision attitude control might be avoiding errors due to geolocation and pointing losses in very high-gain apertures
(antennas and telescopes) with narrow beamwidths. In the case of observing systems, it is often desirable to have attitude determination and

Table 3 Taxonomyof distributed satellite systemsbasedonmorphological analysiswith five
binary attributes (H: high, L: low)

Concept no. Concept name Homogeneity Size
Spatial

separation
Functional

interdependence
Operational
independence

1 — — H H H H H
2 — — L H H H H
3 — — H L H H H
4 — — L L H H H
5 — — H H L H H
6 — — L H L H H
7 — — H L L H H
8 — — L L L H H
9 — — H H H L H
10 Federated L H H L H
11 — — H L H L H
12 — — L L H L H
13 — — H H L L H
14 — — L H L L H
15 — — H L L L H
16 Trains L L L L H
17 — — H H H H L
18 — — L H H H L
19 — — H L H H L
20 — — L L H H L
21 — — H H L H L
22 — — L H L H L
23 Clusters H L L H L
24 Fractionated L L L H L
25 Constellations H H H L L
26 — — L H H L L
27 — — H L H L L
28 — — L L H L L
29 Swarms H H L L L
30 — — L H L L L
31 — — H L L L L
32 — — L L L L L
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control subsystem (ADCS) requirements that are consistent with the diffraction-limited angular resolution (given by the ratio of wavelength over
aperture). Similarly, for communication systems, it is desirable to limit pointing losses that the ADCS control requirement is consistent with the
antenna beamwidth. The antenna gain and beamwidth are inversely proportional; for instance, for antennas with small beamwidths, the
relationship between the gain G and the beamwidth θ can be approximated by assuming a narrow conical beam as G ≈ 16∕θ2, where θ is
the beamwidth in radians, so an antenna with 40 dB of gain has a beamwidth of ∼2 deg, and the attitude must be controlled to a fraction of the
beamwidth to avoid losses. Finally, ADCS requirements also depend on the orbit because the orbit altitude, inclination, and eccentricity largely
determine orbit perturbations, disturbance torques, illumination conditions, etc.

State-of-the-art ADCS systems for large satellites are capable of providing arcsecond-level control of the attitude of satellites using star trackers
and reaction wheels or control moment gyroscopes, for example. Although commercial-off-the-shelf ADCS technology used in smaller satellites
has so far been primarily limited to 0.1–1 deg accuracy systems, CubeSat vendors such as Blue Canyon are already offering ADCS systems with
accuracies of ∼10 arcsec and stabilities better than 1 arcsec∕s (see FleXible ADCS Cubesat Technology or XACT system [90]). Systems with
even better accuracies on the order of∼1 arcsec are currently under development (see the Exoplanet Satellite Mission as an example [91]). These
capabilities should be enough to enable a wide variety of DSS missions.

2. High-Precision Thrusting

Several distributed missions (in particular, those concerned with high-resolution interferometry) will require very precise relative positioning of
satellites. For example, if a payload distributionmechanism is present based on the coherent combination of signals coming from receivers located in
different units, it is important to know (and, sometimes, control) the relative distance betweenunits very precisely because an error on the order of λ∕4
can already be unacceptable, and the wavelength λ can be very small (e.g., from centimeters to millimeters in the microwave region, and to
micrometers in the optical region). Several space-based interferometry mission concepts have been proposed, such as the Terrestrial Planet Finder
(TPF) [92] (now cancelled), the Evolved Laser Interferometry Space Antenna [93], theMicro-Arcsecond X-Ray ImagingMission [94], and others.

A recent review paper provided a comprehensive survey of all formation-flying missions, including those requiring precision thrusting [95].
Candidate precision thrusting technology required to support these missions included miniature cold-gas thrusters [96], colloid thrusters [97],
field emission electrostatic propulsion thrusters [98], and pulsed plasma thrusters [99]. Electromagnetic formation flying using supermagnetic
conductors has also been proposed [100]. Precision requirements imposed on these technologies are unprecedented if compared to those observed
in the design of ”monolithic” space missions. We also note that knowledge and control requirements may differ. As an example, the TPF was
reported to require a relative position knowledge of up to�1 cm, a relative velocity determination of up to�0.1 mm∕s, attitude knowledge of
�1 arcmin, and a position control requirement of�5 cm [101]. Reference [102] provides a comprehensive overview of these requirements that,
although not fresh (it dates back to 2001), can still be deemed as current on requirement values and technology capability specifications of
precision propulsion systems.

In addition to thrusting, relative navigation requires accurate measurements of the relative positions of assets in the DSS. Several sensors are
used for this, including active and passive optical and microwave sensors. One of the most popular approaches for proximity operations is
currently the carrier phase differential GPS (CDGPS), in which the phase difference between the global navigation satellite system (GNSS)
signals received at two receivers in close proximity is used to infer relative positions. The CDGPS has been used or is being considered for a
number of missions, including TanDEM-X and PRISMA among others [103].

3. High-Bandwidth Communications

High-bandwidth communication is an essential enabling technology for all DSS concepts that rely on real-time sharing of large amounts of
data. Looking at traditional radio-frequency systems, the performance of communication systems is usually expressed in terms of a data rate that
can be closed through a given channel with sufficient margin to guarantee a bit error rate (BER) smaller than some threshold [e.g., aBER ≤ 10−5

requires Eb∕N0 ≥ 9.6 dB using quadrature phase-shift keying (QPSK) modulation]. This limit is given by two inequalities, namely, the link
budget equation and the combination of the spectral efficiency of the modulation and the availability of bandwidth at the frequency of interest:
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whereEb is the energy per bit in joules per bit;N0 is the noise spectral density in joules;Pt is the power radiated by the transmitter in watts;Gt is the
gain of the transmitter antenna;La are the losses due to the atmosphere (if applicable), including absorption bywater vapor, oxygen, and other gases,
as well as precipitation and aerosols; Ll are the line losses in the transmitter and receiver; λ is the wavelength in meters; f is the frequency in hertz
(λf � c � 3 ⋅ 108 m∕s); R is the distance between the transmitter and the receiver in meters; k is the Boltzmann constant; T is the system noise
temperature of the receiver in kelvins;Rb is the data rate in bits per second; BER is the bit error rate,mod is the combination of the modulation and
coding scheme [e.g., QPSK/binary phase-shift keying (BPSK), convolutional/polynomial codes]; B is the bandwidth in hertz; and η is the spectral
efficiency of the modulation. PtGt ≡ EIRP is the equivalent isotropic radiated power (or EIRP) in decibels per watt, which is commonly used as a
figure of merit for the transceiver; andGr∕T is theG overT ratio in decibels per kelvin, which is commonly used as a figure of merit for the receiver.
A more fundamental limit for the data rate is provided by the Shannon–Hartley theorem, which states that the maximum data rate achievable over a
channel with a certain bandwidth (i.e., the maximum spectral efficiency) and with a signal-to-noise ratio is given by the following:
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Modern coding schemes (e.g., turbocodes, LDPC) implemented on large satellites achieve spectral efficiencies within 1–3 dB of this limit;
although, admittedly, this is not the case for very small or university-class satellites.

State-of-the-art satellite communication systems in the Ka band exceed 40 dB∕W of EIRP, thus easily achieving greater than 1 Gbps data rates
in LEO, even with conservative assumptions for the space-to-ground linkGr∕T ∼ 30 dB∕K. Hence, downlinks for most large satellites are often
limited by the availability of bandwidth and ground stations rather than by antenna size. For the case of crosslinks or intersatellite links, smaller
Gr∕T ∼ 15 dB∕K are possible, resulting in data rates on the order of 50Mbps at 5000 km. For smaller satellites, such asCubeSats, smaller antenna
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sizes must be used, less power is available for RF transmission, and therefore crosslinks are limited by current technologies to a few 100 kbps at
5000 km (assuming 25 cm dishes on both sides. Because the ratio between the gain and the aperture of an antenna is proportional to f2, increasing
the frequency provides higher gains for the same antenna size, which explains current efforts to develop Ka band and optical communications
systems for CubeSats. Indeed, miniature 0.5 m deployable antennas in a Ka band compatible with the CubeSat standard are currently under
development that could solve this problem for nanosatellites [104]. A transponder called Iris is also being developed by the Jet Propulsion
Laboratory (JPL) to enable CubeSat-based deep space missions to communication with the Deep Space Network using the X band [105]. An
alternative to radio-frequency-based communications is given by free-space optical links [106,107]. Laser communications have smaller
wavelengths and are advantageous in mass and power consumption as compared to their radio-frequency analogs while allowing for more secure
communications due to the inherent difficulty of jamming or interfering with the laser link. Laser communications are of high interest to the DSS
community due to the possibility of coordinating multiple satellites and allowing intersatellite links at high performance while minimizing
interference issues between fractions. Laser communications have been traditionally employed in space applications for high-performance
applications in establishing GEO-to-LEO links between geostationary data relays (such as the European Artemis mission [108]) and large Earth
observation LEO spacecraft (such as the laser communication terminal, or LCT, on the European Sentinel-1 and Sentinel-2missions [109]). Laser
technology allows for very high data rates on the order of approximately billions of bits per second. However, they require tight pointing accuracy
capability (on the order of arcseconds) in order to allow for the optical link to be established. “Low-cost laser terminals” are currently being
developed that compete with radio-frequency terminals in reliability, mass, and power while achieving similar performance in terms of data rate
(i.e., megabits per second class links) [110–112]. This would allow for low-cost laser links to be established, making small-satellite platform
implementations possible due tomore relaxed attitude pointing requirements. Laser technologies could thus effectively be used both as carriers of
data between fractions (also allowing for complex intersatellite networks to take place) and as enablers of laser-based guidance, navigation, and
control systems coordinating the flight of distributed satellite platforms.

Summarizing, for DSS that rely on the use of small units, crosslink capacity will be a bottlenecked until high-gain RF antennas or intersatellite
optical terminals for small satellites have been fully developed and demonstrated in space.

4. High Throughput Onboard Data Processing

Many DSS concepts rely on the ability of units to process large quantities of data very quickly. Throughput is traditionally measured in a
controversial figure ofmerit calledMIPS, i.e., millions of instructions per second. This metric counts the number of low-level instructions that the
CPU can execute per second. However, because different CPUs have different instruction sets that may be a lower or higher level, a CPU with a
lowerMIPS ratingmay actually outperform a CPUwith a higherMIPS rating on a given task. Other benchmarks exist, such as themillions of full
word multiply operations per second (or MFLOPS), which may be more objective; but, unfortunately, many specification sheets for flight
computers still report MIPS as their primary measure of performance.

Regardless of the performance benchmark used, the requirement for computing throughput in a spacecraft comes from the tasks and
applications that the computer must run during operation. In a traditional flight computer, multiple tasks and applications may be running in
parallel threads (e.g., command and telemetry processing, navigation filters, powermanagement, thermal control, or fault detection), eachwith its
own typical execution frequency, throughput, andmemory requirements. The parameters of each task depend onmission requirements such as the
amount of data produced by the payloads, the attitude determination and control requirement, the thermal control requirements, and so on. Thus,
for instance, Earth observing missions carrying instruments that produce huge amounts of data, such as hyperspectral imagers or synthetic
aperture radars, will require higher-throughput onboard computers.

DSS missions often have increased total throughput requirements due to several facts:
1) Requirements related to formation flying and ADCS may impose high execution frequencies for some tasks.
2) New tasks and applications must be run on the computers related to the need to perform autonomous decisions concerning imaging

scheduling, optimal routing to relay data, whether or not to sell/buy resources from other spacecraft in a federation, and others.
Throughput requirements for typical missions are on other order of tens to hundreds of MIPS, which are well handled by available spacecraft

computers such as the 32 bit RAD750 with up to 300 MIPS or its successor, the 64 bit RAD5500 with up to 700 MIPS [113]. However, such
computers are relatively large and power-consuming (25W for theRAD750 [114]), whichmaymake themunsuitable for distributed architectures
relying on nanosatellites, for which power generation is an active constraint. Most CubeSats launched so far have actually used commercial-off-
the-shelf (COTS) microcontrollers such as the 8 bit peripheral interface controller and the 16 or 32 bit advanced reduced instruction set computer
machine (ARM)microcontrollers (e.g., ARM9-basedAtmel 400MHz chip)with various levels of radiation testing.More recentmicroprocessors
have been developed with the goal of providing high throughputs without sacrificing power consumption. For instance, AACMicroTec’s Sirius
130 g onboard computer runs a 32 bit, 50 MHz processor and is qualified >30;000 rad (300 Gray), and SpaceMicro’s Proton 200k has a 4000
MIPS throughput while only consuming 5–10 W, and its smaller version, the Proton 200k-Lite, achieves similar performance while consuming
about 1.5W [115]. Finally, someCubeSats are being equippedwith graphics processing units [116]. These newdevelopments should enable some
degree of formation flight and onboard autonomy, even in distributed architectures based on very small units.

B. System-Level Capabilities

In addition to subsystem-level technologies, several system-level properties and capabilities must also be developed and demonstrated in order
to enable some of the DSS architectures of interest in this paper. These properties and capabilities include standard interfaces, modular
architectures, formation flying, onboard autonomous decision making, intersatellite networks, and cybersecurity. Each of these capabilities is
discussed in this section, with special attention to cybersecurity, which is a crosscutting issue that was identified as a key barrier for the adoption of
some of these new architecture paradigms.

1. Standard Interfaces

Distributed satellite missions require tight interactions between participating spacecraft. These are realized through interfaces, which may
reside at component, subsystem, spacecraft, and mission levels; and they may be of different types: software (data or logic) and hardware
(mechanical, fluidic, and electric). Standardized interfaces are commonly used to enable interoperability of hardware and missions developed by
different agencies. The SpaceWire standard is an example of a component-level and subsystem-level interface standard in the space industry,
easing the interconnection of sensors, storage, processing, and telemetry subsystems [117].

a. Communication Interfaces (Frequency, Protocols, Software-Defined Radio). Elements in a distributed systemmust communicatewith each other in
order to coordinate themselves and achieve individual and common goals. This is achieved through space-to-ground links and intersatellite links.
As explained in the previous section, the capabilities of communications subsystems in terms of data rate are growing steadily, but they are still a
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limiting factor for small spacecraft such as CubeSats. In addition to antennas and transceiver technologies, there are also important considerations
at the system level, such as the standardization of interfaces including choice of frequency bands and communication protocols.

Current space systems primarily use uhf/vhf (e.g., most CubeSats), S band (e.g., smaller spacecraft or larger spacecraft for TT&Conly), X band
(e.g., missions supported by theNASANear Earth Network), andKa band (moremodernmissions). The use of higher frequencies (50–100GHz,
e.g., V band) is difficult for space-to-ground links due to very high atmospheric and rain losses, but it has been proposed for crosslinks. The
primary reason has to dowith the f2 factor in the link budget equation when considering the combination of antenna gains and free-space losses:
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where f1;2 is the frequency;TA is the antenna noise temperature; T1;2 is the receiver noise temperature, which depends on the frequency because it
is harder tomanufacture high-quality electronics (i.e., small noise factors) at higher frequencies; andL1;2 are the combined atmospheric, rain, and
circuit losses, which strongly depend on frequency. For intersatellite links, L1;2 reduce to circuit losses, which are generally much smaller than
atmospheric or rain losses for higher frequencies. For a more thorough description of the dependence of the different terms in the link budget
equation on frequency in these bands, the reader is referred to [118]. Furthermore, because atmospheric and rain losses are so large in these
frequencies (e.g., V band is very close to anO2 absorption band), this provides a natural protection against potential attacks from Earth. For these
reasons, the military strategic and tactical relay satellites (Milstar 1 and 2) used the V band for their crosslinks [119].

Concerning modulations, the wide majority of spacecraft missions use either BPSK or QPSK, due to their simplicity and low Eb∕N0

requirements for a given bit error rate. Higher-order amplitude and phase modulations, such as 16 amplitude and phase-shift keying, are used in
applications where spectral efficiency is important due to very stringent bandwidth requirements, such as in commercial telecommunications
services (e.g., Eutelsat KA-SAT [120]).

Channel coding techniques, such as Reed–Solomon, and convolutional codes are routinely used to provide error detection and correction
through the use of redundant bits, which may lead to coding gains of several decibels in the link budget equation through modest complexity and
cost increases. More recently, the use of turbocodes and low-density parity check codes makes it possible to approach the Shannon limit, as
mentioned earlier.

Most spacecraft also use higher-level protocols to encode their messages in data frames. The Consultative Committee for Space Data Systems
(CCSDS) is the organization in charge of defining standard communication protocols for space communications, including voice services
(CCSDS Informational Report 706.2-G-1 [121]), video and imagery services (CCSDS Informational Report 706.1 [122]), Internet protocol (IP)
services (CCSDS Informational Report 702.1 [123]), file transfer services (CCSDS Informational Report 720.1-G-3 [124]), and others.

Given the current diversity in frequency bands, modulations, coding schemes, and other protocols, it seems unlikely that a single standard will
be adopted by all missions in the future. Therefore, flexible components that can interpret and translate between different bands, modulations, and
protocols will be extremely useful for DSS. An example of such type of flexible component is the software-defined radio (SDR) [125], in which
most of the communication functions (filtering, mixing, modulation, coding) are done by computer programs as opposed to hardware
components. This enables extreme flexibility and reconfigurability, which can help establish communications between heterogeneous satellites in
a constellation or federation. On the other hand, SDR systems tend to have more stringent requirements than traditional radios in terms of
computation and power consumption.

AnSDRconsists of a digital signal processing (DSP) component and anRF front end.An analog-to-digital converter allows formost operations
to be performed on the digital domain. TheDSP is typically performed on a field-programmable gate array (FPGA), which is the key to the radio’s
flexibility. Some hobbyist applications are possible by just adding an RF front end to a PC sound card, including receiving satellite downlinks
[126]. The flexibility of an SDR is limited by the radio front end, especially on the antenna side, where only a limited range of frequencies, usually
within a single band, is available. Solutions to this problem can include more complex systems with multiple or reconfigurable antennas.

The first SDRs appeared in the 1990s for military use [127], and they have progressively made their way into the commercial world. Popular
COTS SDRs include the ZeptoSDR, the USRP N210, the HackRF and the BladeRF [128]. Due their low cost, ease of use and flexibility, COTS
SDRs hold promise for small satellites, and have been used as flexible ground receivers to track and command severalmissions [126].As on-board
equipment, COTS SDRs such as the BladeRF have been already used for networking experiments in federated systems [128]. Moreover,
industrial-grade terrestrial SDRs have been proposed for space applications aiming for low-cost and quick development [129]. TheseCOTSSDRs
are usually programmed using the GNU Radio Toolkit [128].

In addition, dedicated SDRs for space applications have been developed. Themost notable are NASA’s testbed for Space Communications and
Navigation (SCaN) in the International Space Station (ISS) [130], the frontier radio [131], and the SDR developed for the Aerospace
Corporation’s Aerocube-7 [132]. SDRs are currently being considered as a key element of NASA’s future SCaN communications network, as
demonstrated by their current ISS testbed efforts. The testbed aims are to advance SDR platforms, waveforms, software, and firmware to
technology readiness level (TRL) 7 [130] to test the reliability of these platforms, as well as to validate future mission capabilities in networking
and navigation. The testbed consists of three SDRs in S, L, and Ka bands mounted on an external truss in the ISS. The transmission speeds are on
the order of 10, 10, and 100Mbps, respectively. This testbed is open for universities and research institutions for experimentation in delay-tolerant
networking, adaptive routing, spectrum-efficient techniques, and adaptive waveforms, which are techniques of interest themselves for future
space distributed systems. The frontier radio is another SDR for space applications, at TRLs 6–7, targeted to deep spacemissions. It was flown on
the Radiation Belt Storm Probes in 2012 [133]. It can operate in S and Ka bands with several modulation schemes, up to 2 Mbps, and its mass is
below 2 kg. Finally, another notable space SDR developed for CubeSats is the Aerocube’s SDR radio. It supports a variety of modulations and
coding schemes, consumes about 2.5 W when transmitting, and fits within a 3U CubeSat.

Both COTS and radiation-hardened SDRs require more experimentation and flight heritage for space applications, but steps are being taken to
bring this technology to full use. In the context of DSS, the issues of band congestion and routing problems can be alleviated by reconfiguring
radios on the fly, adopting the ideas behind cognitive radios [134].Moreover, SDRs can provide some degree of backward compatibility,making it
possible for newmissions to interfacewith existingmissions that do not include dedicated intersatellite link interfaces. This has been proposed for
FSSs in [135].

b. Mechanical Interfaces: Docking (DARPA Satlet, Universal Docking Ports). Mechanical interfaces are required for DSS concepts involving physical
contact between interacting spacecraft, such as in the case of onorbit refueling, onorbit servicing, or modular architectures such as DARPA’s satlet
concept [136]. The idea behind standardizedmechanical interfaces is to define commonmechanical elements that could be used to facilitate physical
interaction and efficiently transfer mechanical loads during resource exchanges including heat transfer, data transfer, power transfer, or fluid transfer.
Two examples of standardized mechanical interfaces include the universal interface for modular spacecraft developed by Rodgers et al. at the
Massachusetts Institute of Technology (MIT) [137] and the user-defined adapter plate developed byNovaWurks for theDARPASatlet development
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program [136]. Design considerations to be accounted for in the mechanical interface design for DSS include the couplings with other subsystems,
such as alignment errors during docking,which need to be accommodated by flexible and error-robustmechanical ports.Mechanical interfaces entail
overheads in terms of mass and complexity in the overall spacecraft design. Typical tradeoffs involve the definition of the number and type of
mechanical interfaces with the performance and cost overheads involved versus the added functionalities and flexibility added.

c. Logical (Data) Interfaces. Perhaps the most important kinds of interfaces in DSS are logical interfaces defining data exchanges between
spacecraft. This encompasses multiple issues such as synchronization, relative attitude and position determination, data registration, and data
fusion. Becausemost LEO satellites today haveGNSS receivers on board that provide a standard time, precise synchronization can be achieved as
long as different sources of error (e.g., multipath, atmospheric effects if applicable, relativistic time dilation) are corrected for. Asmentioned in the
previous subsection, differential GNSS and/or input from star trackers, ranging systems, and other sensors can be used for relative attitude and
position determination. Datasets coming from different spacecraft can be spatially and temporally aligned. Then, a single dataset fusing all data
sources can be obtained using interpolation and/or other more sophisticated estimation techniques. To facilitate data registration, it is desired that
images be consistent temporally and spatially according to the respective correlation time [T such that Eff�t� ⋅ f�t� T�g ≈ 1] and correlation
length [L such that Eff�x� ⋅ f�x� L�g ≈ 1], where f�⋅� is a stochastic process representing the random variable being measured (e.g.,
temperature) and Ef⋅g is the expectation operator. Note that the data registration process may be done on board or on the ground. The major
tradeoff is that of onboard simplicity (and ultimately savings in space segment cost) when most of the processing is done on the ground vs
improved autonomy when some of the processing is done on board. In addition, ground-based processing requires more communication
bandwidth to download the relevant information.

d. Other Relevant Standards. In addition to the CCSDS standards, there are other military standards (MIL-STDs), IEEE standards, and other
guidelines and recommendations (e.g., CubeSat specification) that apply to DSS the sameway they apply to other space systems. These include,
for example, the MIL-STD-1553 bus for onboard data handling protocols [138], the ISO/IEC (International Organization for Standardization/
International Electrotechnical Commission) 15288 for systems engineering processes [139], and the MIL-STD-1540 for verification tests [140].

2. Modularity

Spacecraft have been traditionally designed as highly integrated, stovepipe systems. As DSS emerged, concepts involving system modularity
were introduced in spacecraft design. Modularity is a system property wherein functionality and interfaces are defined in modules: that is,
interconnected units that relate to each other through mechanical and electrical interfaces, that can be added and removed to upgrade system
functionality, or facilitate repairing in case of component failures. Modularity can be introduced at different levels of a system’s hierarchy.
Decisions aboutmodularity, aswith other system— ilities (a term used to refer tomaintainability, affordability, flexibility, and so forth), entail key
tradeoffs in distributed spacecraft design [141]. Different degrees of modularity are suited for different designs, depending on spacecraft size,
the number of interfaces, purpose, and so forth: in a sense, ”no size fits all” [142]. For instance, such tradeoffs have been studied recently in the
architecture of large space telescope arrays [40]. In this particular context and study, an optimal degree of modularity is found; after which, the
benefits of modularity are outweighed by its overheads in performance and cost. Modular spacecraft range from extremely modular
configurations (i.e., DARPA satlets) to more traditional platform-level modularity (i.e., Boeing’s BSS 601 modular satellite platform) and
component-level modularity. The impact of modularity in the DSS design is high, as concepts such as fractionation and federation may benefit
from the development of standardized modules that provide generic services (e.g., storage, processing power, power, and so forth) and may be
replaced in orbit to ensure continuity of service. Nevertheless, as in the case of large telescope arrays, the implementation of modularity requires a
conscious consideration of associated benefits and costs, which are tailored to the specific development program at hand.

3. Formation Flying

As stated in the previous section, manyDSS concepts rely on the ability of the units tomaintain relative positions and/or attitudes within certain
boxes. At the system level, this enables the spacecraft to “fly in formation.” For instance, the fractionated spacecraft concept as envisioned by the
DARPAF6 project requires the spacecraft subsystems to fly in close formation in order to minimize distances (large distancewould render power
beaming and, to some lesser extent, crosslinks impossible) while avoiding collisions.

Section II has already reviewed some of the most notable formation-flying missions currently in operation or development, including the MIT
Spheres in the ISS [143], PRISMA [144,145], and TanDEM-X [44,146]. This section focuses on current efforts and developments. Precise
formation flying will be demonstrated by the European PROBA-3 mission [147], which is planned for launch in 2019 at the time of writing. As
noted in Sec. II, formation flying has also gained traction in nanosatellite applications. In 2000, a first demonstration of in-space formation flying
of nanosatellites was attempted by SNAP-1 (Surrey Nanosatellite Applications Program)/Tsinghua-1, as well as the CanX-4 and CanX-5
missions [148]. In 2015, Aerocubes 8A and 8B were launched to demonstrate ion-electrospray propulsion as (among other uses) fuel-efficient
means for formation flying [149]. More recently, nanosatellite formations have likewise been proposed for telecommunications applications as a
means to provide cost-effective communication links at low bandwidth [150]. Recent experiments in autonomous formation flying include SAFE
(Spaceborne Autonomous Formation-Flying Experiment) [145], TAFF (TanDEM-X Autonomous Formation Flying) [151], and AVANTI
(Autonomous Vision Approach Navigation and Target Identification) [152], among others. For a more exhaustive list of formation-flying
missions, the reader is referred to [95].

Different formation-flying concepts are currently being studied. As a means to achieve fuel-consumption minimization, Scharf et al. [38]
emphasized passive relative orbits (PROs) as of particular interest in formation-flying missions operating in planetary environments. Most of the
PROs identified in the literature are based on solutions of the notableHill–Clohessy–Wiltshire (HCW) equations [153].Novelmission concepts of
interest arose in recent years from the solution of the HCW equations, such as a proposed constellation of nanosatellites to measure the
bidirectional reflectance distribution function of the Earth’s surface [154]. However, Scharf et al. noted that the usefulness of PROs depends on the
fidelity of themodel used in their design [38] becauseminimal disturbances prolonged over themission lifetime affect formation keeping, and thus
hinder the functions enabled by precise relative positioning.

Different degrees of precision induce different requirements in terms of sophistication of the related control strategies [155]. Several approaches
have been proposed for fuel-efficient formation flying, as in the case of nanosatellites [149]. As an alternative to PROs, yet constrained by the
abovementioned limitations of fuel consumption, Scharf et al. mentioned active relative orbits (AROs), which have also been considered as open-
loop optimal control problems [38]. AROs have been studied using a variety of approaches, and they have been characterized for their stability and
robustness in the presence of disturbances. A comprehensive overview of such approaches was described in [38,155].

Another current concept of interest in formation flight is that of reconfigurations [38]. Reconfigurations are reassignments of spacecraft
positions in a formation, and they can be used to retarget the formation or to perform fuel balancing in rotating formations [38]. The
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characterization of reconfigurations and the associated impact to spacecraft design are functions of the control topology of the formation. Smith
and Hadaegh distinguished between centralized and decentralized topologies [156]. Centralized topologies are defined as those for which the
control is realized with a global knowledge of all formation variables. Decentralized topologies are defined as those where individual spacecraft
have only partial knowledge of the attitude and relative position of other units in the formation. The choice of control topology induces different
tradeoffs in terms of communication bandwidth, synchronization constraints, and sensor capabilities according to the degree of autonomy
required, which increases with an increasing decentralization of the formation [156].

In conclusion, formation flying is developing fast and must continue to do so to enable DSS concepts.

4. Autonomous Decision Making

Most operational decisions in current space systems aremade on the ground and are then sent to spacecraft through commands, even for distant
missions such as Mars rovers. This is due to 1) the relatively high cost of onboard data processing vs ground data processing; 2) the relatively
immature state of the art of aerospace intelligent systems technologies; and 3) risk aversion of spacecraft operators. However, this is likely to
change in the near future, and some degree of autonomous decision making is absolutely essential to enable DSS concepts. For example, units
could generate data products (at least partially) on board, coordinate their schedules to observe interesting targets simultaneously, tune their
instruments in coordination to look at these targets from complementary angles or spectral bands, or sell/buy resources to/from each other in
real time.

A rapidly growing field with high applicability to future autonomous DSS is that of decision making in autonomous vehicles [157].
Autonomous vehicles are designed using intelligent agent architectures that are able to reliably and autonomously conduct critical tasks such as
navigation, path planning, path following control, and communications [157]. Such tasks may be performed by individual agents or by several
agents sharing information in collaborative efforts [158]. Integrity is a critical issue in autonomous decision making [159], especially in space
applications, where reliability of key critical systemsmust be assured. Veres et al. identified four key areas of improvement in autonomous vehicle
control decision making:

1) There is a need to reconcile decision making architectures, as a plethora of methods exist for a relatively limited number of autonomous
vehicles built to date.

2) It is recognized that the ability of learning in intelligent agents is difficult to reconcile with provable performance.
3) There is a need to define a systematic approach to agent knowledge engineering.
4) High-quality sensor systems and mechanisms for self-localization and mapping are needed to ensure reliability and safety of autonomous

agents [157].
The advances in terms of microprocessors described in the onboard data processing section (IV.A.4) are helping in the achievement of this

system-level capability, andwe now have several examples ofmissionswith advanced onboard data processing and decision-making capabilities.
For instance, the Intelligent Payload Experiment [160] is a CubeSatmission in collaboration between the JPL and theCalifornia Polytechnic State
University that will test data product generation capabilities for the decadal Hyperspectral Infrared Imager mission. Although this missionmostly
demonstrates data processing as opposed to decision-making capabilities, there is some basic decisionmaking involved, such as activity planning
based on spacecraft status (e.g., available power) or the image change detection algorithms.

Overall, this is still an area of active development that requires improvements to enable future DSS.

5. Intersatellite Networks

Most, if not all, of the DSS architectures in this paper depend on the ability of system units to communicate with each other for the purposes of
sharing payload data in real time, sending commands or telemetry to each other, or negotiating transactions of resources in a federation.

The idea of intersatellite networks has been around for a long time, with concepts such as the space internet being proposed and seriously
studied in the 1990s [161,162]. The space internet concept attempts to extend the current dominating architecture for ground communications data
networks to space, based on the transmission control protocol (TCP)/IP stack. This is desirable in order to ease the interoperability with terrestrial
networks, as well as to take advantage of synergies with all research and products developed for TCP/IP.

The primary challenges for this adaptation are related to the dynamic nature of the network topology and the effect on signal strengths and
delays in the transmission of data packets. Ground data networks usually have relatively static network topologies where the positions of and
distances between nodes are relatively fixed. On the other hand, the kinds of space networks needed to enable some of the distributed architectures
discussed in this paper (in particular, those operating LEO-to-LEO intersatellite networks) have very dynamic network topologies: nodes
(satellites) continuously lose and recover line of sight due to orbital dynamics, and the path lengths between nodes also vary quickly. This impacts
the received signal power (and thus the BER) aswell as communication delays. Indeed, delays can be on the order of a few tens ofmilliseconds for
near-Earth orbiting systems and seconds to minutes, or even hours, for missions further away in the solar system. Variability of the BER results in
more frequent retransmissions, and thus reduced network efficiency. Variability in delays may lead to more frequent timeouts, and thus degrade
the performance of the TCP. Although the conventional TCP is not effective for satellite networks, much research aims to adapt it to space
environments. This motivates the literature in disruption tolerant and delay-tolerant space networking (DTN) [163].

DTN is an overlay or a bundle protocol containing techniques to solve the delay and disruption problems, which can be then run on top of the
TCP or user datagram protocol (UDP), and also it is combined with lower-layer protocols. The strategies proposed by DTN researchers at the
transport layer level include reducing the handshake and acknowledgement overhead in the network by using selective (positive or negative)
acknowledgements, the use of store-carry and forward principles, and relaxing congestion control mechanisms. Notable DTN protocols include
Saratoga [164], the Space Communications Protocol Specifications (SCPSs)-TP [165], and the TCP-Planet [166].

Disruption-tolerant protocols have been demonstrated on the Disaster Monitoring Constellation (DMC) [36] and on the ISS [167–169]. The
Saratoga protocol has been successfully implemented in the DMC. Saratoga uses UDP and does not have any specific congestion control or
timeout mechanisms in order to allow for file transfers to be completed as fast as possible when a communication window is available and to cope
with potential disruptions. By using selective negative acknowledgment (SNACK) and hole-to-fill requests, any missing data sections can be
retransferred. Although Saratoga is only in use for space-to-ground communications, its features make it an interesting candidate for intersatellite
link scenarios.

Similarly, the SCPSs-TP has been developed in compliance with CCSDS and includes adjustable windows and timeouts for longer delays and
SNACK techniques [165].

The dynamic topology of satellite networks, and specifically of some of the novel DSS concepts reviewed in this paper, poses significant
problems: not only at the transport layer but also at the routing level [170]. In FSSs, fractionated spacecraft, swarms, or large clusters, the
availability and positions of the nodes can quickly change. Conventional IP routing mechanisms are not suited to deal with these dynamic links,
where maintaining a complete and updated link status information at each node is difficult. The network routing problems caused by node

SELVA ETAL. 15



mobility alone can be solved by using snapshot topology routing or logical positions [91], taking advantage of the predictability of orbital node
positions. However, the problem of link unavailability caused by intermittent connectivity when ad hoc connections are encouraged, such as in
FSSs, cannot be anticipated. To address this issue, we can turn to routing procedures drawn frommobile ad hoc networking (MANET) [171], e.g.,
optimized link state routing (OSLR) [172] and BATMAN (Better Approach To Mobile Adhoc Networking) [173]. MANET routing techniques
have their origin in terrestrial, highly dynamic networks such as the ones between vehicles or smartphones. Routing protocols in MANET are
designed to work with incomplete information about the network, and they perform network discovery on a changing environment. Routing in
MANETis an iterative processwhere nodes only attempt to send the packet in the right direction for the first hop, instead of prescribing a full route
that could be later unavailable. In both OSLR and BATMAN, nodes send information of their status to one- or two-hop neighbors, maintaining
only partial network information instead of a full routing table.

However, MANET routing techniques also require some adaptation for space applications, e.g., to avoid flooding the network with status
information messages. Some MANET routing mechanisms use periodic message flooding to update the link availability status. This could be
problematic in space due to the limited power available for computing and broadcasting of the nodes, and to the limited number of links available.
A version of a MANET-type protocol without network message flooding for FSSs was developed in [174].

Besides the transport and network layers of the network protocol, the possibilities of adapting terrestrial standards on the physical and media
access layers have also been discussed. For close-range intersatellite links (e.g., in fractionated spacecraft, clusters, or swarms), researchers have
examined using the IEEE 802.11 (WiFi) [175], International Telecommunications Union (ITU) WCDMA (Wideband Code Division Multiple
Access, i.e., 3rd generation mobile communications or 3G) [176], and IEEE 802.15.4 (Zigbee) [177] standards [178]. After enhancing the
transmitted power to take into account spacecraft constraints, theWiFi standardwould appear towork at close distances (less than 100 km), where
it can support peer-to-peer and star topologies at high data rates (5 Mbps). WiFi can also readily support TCP/IP. In contrast, the 3G standard can
support intersatellite communications at a larger range (1000 km) and lower data rate. The results on the Zigbee protocol are promising for
complex ad hoc networks because tree topologies can be supported. Moreover, the Zigbee protocol is appealing to small satellites due its limited
power footprint.

Several CubeSats have been flown, demonstrating different crosslink capabilities among nanosatellites, including AeroCube 6 [179], Velox-1
[180], EDSN (Edison Demonstration of Smallsat Networks) [181], and TW-1 [182]. However, the capability to form large and dynamic
intersatellite networks is still to be fully demonstrated.

6. Cybersecurity

Cybersecurity is of paramount importance for successful operation of DSS. This is particularly true for commercial or military applications
where data and spacecraft capab{Warner, 2003 #1}ilities are owned by multiple stakeholders and are shared in a network, such as in FSSs.
Satellite operators will be reluctant to join satellite federations or other DSS unless there is a guarantee of the security and privacy of data
transacting in the network. Likewise, operators will not be willing to provide access to their spacecraft unless there are mechanisms that ensure
system integrity against malicious users. Research in satellite security and data privacy has not been extensively reported in the open domain,
perhaps due to the sensitivity of the issues that are considered.

Reliability and robustness against attacks and failures define the quality of service from a cybersecurity standpoint.Warner and Johnston [183]
demonstrated that the GPS is vulnerable to blocking, jamming, spoofing, and physical attacks. The authors noted that, even though
countermeasures are simple and inexpensive, they are not implemented; and they are likely to not be implemented until future generations of the
system [184].

A brief overview of security services (e.g., confidentiality, integrity, authentication, nonrepudiation, and access control) required in satellites
and an onboard security architecture [with the recommendation of Advanced Encryption Standard (AES) as the standard encryption algorithm]
was provided in [185]. Vladimirova et al. summarized the use of encryption in current commercial satellite missions (e.g., Space Technology
Research Vehicle 1c∕d, MeteoSat Second Generation) and noted that the encryption mechanisms were outdated if at all implemented.

Security inDSS can be addressed at the spacecraft level (e.g., bymoving toward laser communications that “make eavesdropping and jamming
nearly impossible” [186]), at the architecture level (e.g., by ensuring the isolation of applications on shared software platforms), and at the data
level (e.g., by encrypting uplink and downlink communication).

Shah et al. [187] discussed authenticated key-exchange protocols that could establish secure channels between spacecraft and discussed how
Internet protocol security, transport layer security, and transmission control protocol caused performance degradation when applied to satellite
networks. They also listed research directions such as selective retransmission with user datagram protocol that contributed to protocol
performance optimization [187]. The distributed denial of service attacks, its classification, and detection were discussed as one of the most
harmful attacks in satellite communication networks; furthermore, an overview of the command link protection system deployed by theAmerican
Satellite Company was given [187].

The security of satellite networks has been actively researched in relation to mobile satellite communication, and it focused on efficient
authentication, encryption, and key update mechanisms, as discussed in [188–190]. Those works focused on minimizing the computational and
architectural overhead caused by the introduction of a public key infrastructure and asymmetric cryptography.

Security parameters such as fault management [191,192] and multilevel security [191–193] across applications have defined a novel set of
capabilities for fractionated spacecraft and spacecraft clusters. Spatial and temporal isolation between missions and shared resources in DSS are
achieved by running applications in isolated partitions [192,194], fault isolation among applications [195], data isolation between different
stakeholders based on security label checking, and constrained information flow [192,196].

Fault-tolerant models and hardware implementations of cryptographic algorithms are other approaches toward enabling spacecraft to recover
from failures and targeted attacks. Developing cryptographic primitives for a harsh space environment is challenging due to the increased
probability of single-event upsets (SEUs). Juliato [197] addressed fault-tolerant cryptographic primitives for onboard security in spacecraft (e.g.,
SEU recovery techniques [198] or SEU-resistant SHA-256 design [199]). A fault-tolerant model of the AESwas introduced by [185], and a SEU-
resistant FPGA-based implementation of the substitution transformation in the AES was provided in [200].

A topic that receives increasing attention within the space cybersecurity domain is satellite collision avoidance. A research report titled
“Achieving Higher-Fidelity Conjunction Analyses Using Cryptography to Improve Information Sharing” [201] from the RAND Corporation
proposed using multiparty computation (MPC) technology to allow satellite operators to compute a collision probability (conjunction analysis)
while maintaining the privacy of each operator’s orbital information. It is believed that MPC could improve space situational awareness when
privacy concerns prevent satellite operators from sharing private data: according to the report “[g]overnments view such orbital information as
state secrets because it could provide adversarieswith insight on future intentions [ : : : ]” and “[p]rivate corporations view their active tracking data
as proprietary information, and they fear that revealing these data would provide an advantage to their competitors” [201].

Multiparty computation, which is a subfield of cryptography that aims to enable parties to jointly compute a function over their inputs while
keeping those inputs confidential, has been applied to the satellite collision probabilities’ calculations [201,202]. The authors state that, in order to
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prevent future satellite collisions, satellite operators have to collaborate and share precise trajectories of their onorbit assets: the Space Surveillance
Network tracking data are of too lowof fidelity to calculate a useful probability that two active satelliteswill collide [202]. Someoperators prefer to
keep their high-fidelity orbital information private and choose to contract trusted third-party services (e.g., AGI), with which operators share their
private data to calculate conjunction analyses [202]. Asmany operators cannot agree on a single trusted party and the price of such services is high,
the authors propose an alternative:MPC protocols that allow a pair of satellite operators to compute the probability that their satellites will collide
without sharing their private orbital information from onboard instrumentation [201,202].

Reports from the Aerospace Corporation and U.S. Air Force Research Laboratory [203] suggest that the satellite collision avoidance topic has
received increased attention (and U.S. Air Force consideration of regular “all vs all” collision avoidance screening) after the Iridium-Kosmos
collision in 2009. The authors presented a quantitative comparison of six satellite conjunction analysis screening tools [203]. The discussion of
collision avoidance goes beyond cybersecurity implications; it extends to legal and regulatory issues, as well as coordination issues between users
and operators, among others. Further discussion of this issue is out of the scope of the present review.

A report [204] from theWorld Economic Forum defined “integrity, availability and security of data, networks and connected devices” as values
at risk. The proposed responses to cyberthreats included a traditional approach (adoption of policies and regulations), a community-based
approach (stakeholders’ coordinated action), and a systematic approach (a new model for security assurance) [204]. Technological responses
included the approach of security by design and the enforcement of a notion of identity online as well as in space [204].

The European Space Agency recognizes that space systems are not immune against growing threats of high-magnitude cyberattacks on critical
systems, such as those that shut down 30 energy substations in the Ukraine in 2015 or those that resulted in 81 million USD losses for the central
bank of Bangladesh in 2016 [5]. The ESA, with the support of Belgium (RHEAGroup), features the first cyber-range project for protecting space
operations and systems, and it plans to deliver the ESA cyber-range infrastructure [205].

Despite the large body of work in this area, cybersecurity remains one of the most important challenges for the success of DSS.

V. Economic and Regulatory Challenges

Several of the barriers to the implementation of DSS concepts are not technical in nature but rather economic or regulatory among others. For
example, the historical review in Sec. II has already revealed some of the economic barriers to the implementations of constellations. More
generally, studies have shown that, in many cases, DSS are superior to monolithic alternatives only if we consider and adequately value the
system’s performance over a relatively long-time horizon and incorporate uncertainty into the analysis [84]. This economic consideration has been
a barrier for several DSS concepts, including fractionated spacecraft and federated systems.

International policy also plays a significant role in the development of DSS. Some of the legal issues are known, whereas others have yet to be
faced by policymakers, as several of the concepts discussed in this paper are yet to be demonstrated in space. The issues encountered here are
similar to those faced by cloud computing; we therefore survey the fundamental issues, and we leave a more detailed discussion to the existing
literature already available on the topic [206]. Three important legal issues include increasing constraints in spectrum utilization, the need of
policy for intellectual property rights, and the regulation of claims and warranties for operating space services within shared-use systems. The
issue of spectrum utilization is aggravated by the increasing number of intersatellite links and the increasing number of assets being operated in
space. Operations in aDSS are also challenging the traditional notion of telecommunications, where networks are used to transport data between a
sender and a receiver. In federated operations, similar to what has been observed in cloud computing, not only data are transported but also the
instructions concerning the operations of the data [207]. Intellectual property rights issues arise with the deployment of innovations delivered by
space services operated on shared third-party assets (as in the case of several DSS concepts surveyed here). Those need to be regulated for
commercial DSS services to emerge. Similarly, claims and warranties need to be discussed within new paradigms of space operations, such as
determining policies for liability associated with DSS service outages within multiparty systems.

Fractionation is an example of a distribution decision that appears to be technically feasible and strategically superior in the presence of
uncertainty, assuming that the decision maker is willing to pay for those lifecycle properties provided by the fractionated system, such as
robustness, scalability, survivability, and graceful degradation, among others [208]. However, no fractionated systems have been developed to
date. Possible explanations for this are the following:

1) The community has struggled to articulate the value of fractionation, despite multiple attempts.
2) Cognitive biases and other limitations of human decision making prevent us from making the right decision.
3) The value proposition is simply not there once we factor in the human aspects of decision making: particularly, risk aversion in decision

making under uncertainty.
4) Decision makers may have been prevented from developing fractionated systems for which the constituting components were owned by

multiple stakeholders, due to reputation fate-sharing externalities [209].
Recently, substantial work has been done on nontechnical barriers related to the implementation of federated systems. This body of work

includes a business case evaluation of federated satellite networks (assuming as a case study the role of the International Space Station as a supplier
of in-space resources); satellites in low Earth orbit as potential customers [82]; a systems engineering evaluation of the tradeoffs entailed in the
participation by satellite operators in federated satellite networks and the assessment of the related impact in spacecraft design [210]; the
evaluation of short-term services by FSS-enabled virtual satellite missions [211]; the development of ad hoc communication protocols to operate
the network [212]; the study of macroeconomic factors and pricing policies as regulators of federated satellite networks [213]; and, lastly, the
behavioral study of players in a federated network using a game-theoretic approach [214].

The concept of FSSs has recently gained traction in the broader industrial research and development community, with the establishment of the
European Union (EU)-funded Operational Network of Individual Observation Nodes (ONION) Consortium for the assessment of federated and
fractionated satellite system concepts for competitive Earth imaging from space.† The Consortium has recently delivered a comprehensive user
needs analysis to identify the Earth observation services (with a primary emphasis on the European context) that would benefit from the
deployment of fractionated and federated satellite system concepts [215]. Additional results from the ONION Consortium are expected to be
disseminated in 2019–2020.

VI. Research Agenda for Distributed Satellite Systems

This section proposes a research agenda structured around technical, economic, strategic, and legal gaps related to DSS.We also discuss some
potential new mission concepts based on distributed and federated systems.

†Data available online at www.onion-h2020.eu [retrieved 2017].
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A. Technical

Although there remain technical challenges to the implementation of DSS, especially at the level of integrating subsystem technologies into
system-level capabilities, the authors believe that technology is not the most critical gap to be filled as compared to other areas. The majority of
technical advancements required for DSS in the future lies in the area of communications, spacecraft pointing and control, and data processing
technology. Effortswill be required to develop unified communication and encryption interfaces and protocols to allow for the interoperability and
data exchange foreseen in many of the DSS concepts. Promising technologies in this area include software-defined radio and cognitive radio
concepts that could play pivotal roles in allowing intersatellite communications among heterogeneous spacecraft. Free-space optical
communications technologywill also likely be needed for a significant increase in data rates; yet, thiswill entail research and development inmore
accurate, agile yet low-cost attitude control systems for the small satellite systems that will likely be central to future DSS concepts. DSS will
involve more advanced communication architectures than those implemented at present. LEO-to-LEO communications will call for more agile
communication payloads, featuring fast communication handoffs between nodes (possibly on the order of seconds) and very dynamic network
topologies with uncertain capacity demands. One critical area is the development of high-precision laser communication terminals for small LEO
spacecraft (e.g., see Kingsbury et al.’s recent work at the MIT Space Telecommunications, Astronomy and Radiation Laboratory [112]).
Internetlike delay-tolerant protocols will need to be developed to allow agile operations of the DSS of the future. Advanced communication
architectures will likely call for more sophisticated onboard processing capabilities, for which new developments in low-cost low-power high-
throughput avionics technology will be beneficial. Cybersecurity will be critical to convince multiple owners to share their assets in orbits; to this
end, research in data integrity, encryption, and in-space network resilience will be needed. Spillover effects of such technology development
efforts are foreseen outside of the DSS arena as well, providing for higher performance, higher capability, and more secure in-space
communications for stovepipe satellite systems as well.

B. Economic

New DSS concepts such as FSSs will open new opportunities for the development of the space economy. Resource sharing in orbit will allow
for the development of a commercial market of spare capacity, in the sameway that Uber and Airbnb revolutionized the urban transportation and
short-term residential rental markets on Earth. DSS will allow thinking of payload observation time, storage capacity, or inorbit processing as
space commodities that could be rented for limited periods of time to accommodate varying mission needs. The rise of inorbit markets of space
commodities will require the development of economic mechanisms to regulate transactions between suppliers and customers of services in the
same way energy is transacted and managed in smart energy grids on Earth. Dynamic pricing schemes, similar to those adopted in smart grid
operations but adapted to the specificities of orbital mechanics and spacecraft operations, will need to be developed. Research will also be needed
to develop guidelines for in-space customers and suppliers within a DSS for choosing between different contracting schemes, ranging from spot
pricing to long-term fixed-price contracts regulating resource transactions.WhenAmazon pioneered cloud-based Internet technology services on
Earth starting in 2006 to better amortize its large server farms that were underused for most of the year, little did they know that it would become
such a successful venture and awhole newbusiness in its own right.What is essential tomake cloud-based serviceswork in general, and in space in
particular, is to have stochastic demand and spare capacity in the system (e.g., for sensors and transponders, onboard data storage, data processing,
or extra up- and downlink capabilities). It is this stochasticity that is at the core of the value proposition of DSS and, in particular, of concepts
making use of heterogeneous assets such as FSSs.

The economics of new spacewill particularly benefit federated and fractionated satellite systems, providing the economics of spacecraft design
are able to respond appropriately. Brown and Eremenko explained the “death spiral” of the rising cost and complexity that have led to the current
state of large expensive spacecraft [216]. The spiral starts with very expensive launch vehicles. When launch is expensive, only the most high-
valuemissions can afford a ride to space. Because getting to space is so costly, thesemissions cannot afford to fail on orbit, so they are designed for
extreme reliability. This means redundant components and complex failure management systems; but, redundancy increases mass even more,
driving up launch costs, and therefore driving up the cost of failure. The result is large, complex, expensive spacecraft. Even fewer missions can
justify the cost, which means no economies of scale, which further drives up cost. The death spiral ensues.

The reusable Falcon 9 launcher will drive launch costs down to one-tenth of Atlas V and Delta IV per-kilogram costs to LEO. This may be a
dramatic enough change to reverse the spiral. That is, lowering the launch cost by a factor of 10 substantially increases the number of economically
feasible missions. A lower launch cost also lowers the penalty for inorbit failures, correspondingly decreasing the benefit for redundancy and
complex failure management schemes (a failed spacecraft can simply be replaced). Simpler, nonredundant spacecraft are less expensive to
manufacture and less expensive to launch. Reducing the costs of missions will correspondingly increase the number of affordable missions. The
greater volume ofmissions will lead to a greater volume of launches and increasedmanufacturing of spacecraft, which will further reduce individual
mission cost through a larger base for overhead costs, economies of scale, and learning curve effects. This virtuous spiral can quickly lead to tens of
thousands of spacecraft in orbit [217]. Reduced cost and greater numbers of spacecraft greatly increase the benefits of all forms of DSS [218].
Exploring how spacecraft configurations are more or less adapted to changing industry cost structures is a fruitful area for future research.

C. Strategic

DSSwill form complex infrastructures that will operate in orbit, possibly for decades. During such long periods of time, spacecraft units within
the DSS will fail, either because of a nominal end of their lifetime or prematurely due to space radiation, space debris, or other events. Satellites
will become obsolete as new technology is introduced into the market. Therefore, the authors foresee the need for research on strategic
management of DSS infrastructure, where technology upgrades and the explicit consideration of system lifecycle properties such as
reconfigurability, robustness, and flexibility will play a pivotal role to ensure the success of the DSS of the future.

Research into satellite system reconfigurability in particular is a promising of area of research that has been active for about a decade. Key
concepts such as staged deployment of constellations over time [219], satellites bidding for open slots using auction algorithms [220], and
dynamic orbital reconfigurations using a mix of circular and elliptic orbits [221] will be critical for future development of DSS.

D. Legal

The authors believe that the legal arena is probably among the most challenging issues to be overcome to enable many of the DSS concepts
described in this paper. Legal and regulatory questions are at the heart of stakeholder acceptance of future federated space system infrastructure.
Regulatory bodies will have new questions to solve in terms of liability, privacy, security, and trust. They will also need to give answers to known
problems, such as how to regulate a more intense spectrum utilization in space. DSS will exponentially increase the volume of intersatellite
communication operations in orbit. The radio-frequency spectrum is a scarce resource, and its use is thus regulated at a worldwide level. By
increasing communication activity between spacecraft, frequency licensing becomes a higher concern. This alone may require new schemes for
dynamic allocation of radio communication frequencies, and it may spur the development of analog regulations for laser communication
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operations (which are not regulated at the moment of writing this paper). Satellite federations and very large constellations offer among the most
challenging issues in this respect.

When operating in a federated environment, stakeholders will want to ensure that their operations are not put at risk. Once multiple operators
start sharing satellite capacity in orbit, regulations and implications for claims and warranties (not existing today) will need to be developed. The
reliance from operators on space services provided by a satellite federation implies a risk in terms of data loss, which is associated with the
reliability of the federated system. Critical events may lead to service downtime, which could potentially be disastrous for missions in which
reliability is critical. As a result, new insurance schemes may be needed for federated satellites, where insurers would cover such risks for a
premium. In such a scenario, root causes and blame for failures or simply nonperformance might be difficult to pinpoint.

Failure investigations may as well be prevented by the distributed nature of the system, as no worldwide governance body of spacecraft
operations would be able to guarantee access to telemetry data at the federation level. The issue is further amplified by the heterogeneous nature of
”pure” satellite federations. Satellites may be owned and operated by entities residing in different legislations, with changing regulatory
requirements posing different constraints in terms of privacy and anonymity in service provisioning.

Usersmay also be concerned about the privacy and anonymity of their operations in the federation, whichmay be used for business intelligence
purposes by competitors. Conversely, resource suppliers in a federation would likely be concerned of the legal consequences associated with the
execution of tasks on behalf of customers, without having full knowledge of the nature of the operations involved. Because of those concerns, it is
foreseen that the first satellite federations will likely be owned by a single organization (e.g., a space agency) seeking to improve the efficiency of
utilization of its own multiple assets. Access and usage restrictions of satellite federation resources may as well likely come from export control
legislation (such as the International Traffic in Arms Regulations [222]).

Finally, it is reasonable to assume that an issue similar to network neutrality [223] from cloud computing will arise in federated satellite
operations. The operations of satellite federations rely on consistent and reliable access to space assets, which is provided by ground stations. If
network neutrality is not guaranteed (or enforced by regulatory bodies), ground station providers may charge excessive premiums to in-space
service suppliers, thus cancelling any benefit and incentive to participate in federated satellite system operations. The commercial viability of
satellite federations therefore depends on the effective management of ownership and the pricing rights of ground stations.

In summary, will cloud-based federated satellite services in spacework, and will they be profitable? The authors believe that the answer to that
question is most probably “Yes.” Will DSS completely replace traditional monolithic or stovepipe systems? Here, we believe the answer is
probably “No.” Just like on Earth, where many organizations are struggling with the decision as to what part of their vast data and business
processes to transition to the cloud and what part to maintain in house under their own control in secure and climate-controlled server farms, the
industrywill probably see a hybrid landscapewhere, for some applications, DSS (especially federated satellites) will be very competitive,whereas
for others, traditional closed and special-purpose systems will remain. Finding the sweet spot for DSS applications is one of the main goals of the
research ahead of the DSS community.

E. Mission Concepts

Several opportunities for further advancements in FSS research are foreseen: in particular, inmore detailed characterization of all relevant ilities
in FSS deployment and operations (such as reliability, maintainability, survivability, sustainability, and so forth), as well as in the deployment and
launch of an in-flight demonstration of the concept. Hardware demonstrations will help to clarify the research, development, and technology
roadmap needed for widespread adoption of the concept within industry-scale missions in Earth observation, telecommunications, and science.
On the operations research side, research will need to further address the question of incentive mechanism design to stimulate the participation of
players in federated satellite networks, as well as fostering the snowball effect needed to enable widespread adoption of the concept within
commercial and government-led missions.

FSSmissions have not been flown to date, although missions having elements in common with the federated approach to spacecraft design are
starting to appear in orbit. In 2017, Inmarsat unveiled a secret testing plan of an intersatellite data relay service (IDRS) for small satellites in low
Earth orbit. The IDRS is an example of an infrastructure that could be virtualized in a federated infrastructure, networking the unused capacity of
heterogeneous satellites, as suggested in the FSS paradigm. Stakeholders will have different reasons to join federated network architectures.
Table 4 shows some of the envisioned benefits for three example stakeholders: small platform developers, large platform developers, and
final users.

The authors foresee a range of applications for distributed and federated satellite systems. The following sections survey a range of possibilities,
outlining major features, benefits, as well as risks and opportunities for future research.

1. Virtual Satellite Missions

The concept of virtual satellitemissions (VSMs) consists of the possibility of deploying “short-term” satellite rental services to users in a similar
fashion to car sharing. In VSMs, users are allowed to design a satellite application or service, based on customized data obtained by spacecraft
operating within a satellite federation. By selecting spacecraft and instruments within the federation, users are allowed to operate ”virtual
constellations,” achieving their desired levels of performance, under different pricing schemes, such as pay-per-use and pay-per-month policies,
or by auctioning scarce resources. The level of performance achievable is bounded by themaximum virtual capacity of the federation at any given
time during operations. For example, users can request image gathering over a selected portion of the Earth, at certain desired spectral bands, and
with predefined illumination and cloud-cover condition thresholds, within a given latency (where latency here ismeant as time to access the data).
Tasking selected spacecraft within the federation, while accounting for all possible constraints on availability, can be done, for instance, through
use of a scheduling algorithm [211]. Federations will eventually include spacecraft serving all purposes: from Earth observation to

Table 4 Examples of envisioned FSS benefits for small-platform and large-platform developers

Small platform (<100 kg) developers Large platform (>100 kg) developers Users

Able to scale capacity on demand to meet
short-term needs.

Able to amortize large capital investment, finding ”side jobs”
for unused capacity.

Able to exploit space assets with minimum
barrier to access.

Able to overcome power and other platform
resource constraints through use of FSS
resources.

Able to reduce marginal cost of resource supply to (nearly)
zero due to economies of scale and embedded systemmargins.

Able to convert fixed costs of a space mission
to variable costs.

(Potentially) able to deploy simplified system
architectures (e.g., ground stationless missions).

The ability to have the option, but not the obligation, to
repurposemissions beyond their useful lifetime and originally
intended primary purpose.

Able to deploy short-term virtual missions to
meet opportunistic and short-term needs.
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telecommunications. Such spacecraft will be tasked and coordinated to serve the purpose of the VSM, provided the availability of their spare
capacity, along with participating ground stations.

VSMs open new markets to the satellite industry: for instance, to those scientific communities for which the needs are not satisfied by the
current provisioning of satellite services (either for product specification discrepancies or reasons connected to timeliness of product delivery).
VSMs operate under similar principles to car-sharing and analog collaborative consumption architectures on Earth, and they are financially
justified by typical rent-versus-buy assessments. VSMs are likely to be attractive to users in short-term needs, whereas users in need of asset
exclusivity or long-term service provisioning will find ti more attractive to develop, launch, operate, and maintain their own satellite assets. The
determination of the break-even point is done by a traditional net present value (NPV) analysis. The NPV analysis accounts for the specific
characteristics of both supply (federation-side) and demand (user-side), as well as related regulating policies, in order to determine optimal
development strategies for the stakeholders. The pricing policy of federated services and the incentive mechanisms regulating operations shall be
analyzed and considered in future work.

2. In-Space Service Infrastructure

Another relevant opportunity for satellite federations is the possibility of deploying dedicated spacecraft to supply generic inorbit services to
customers. Instead of operating only unused capacity, service infrastructure can be fully dedicated to satellite federations. They can be thought of
as backbones for the deployment of federated services. The aforementioned IDRS is an example of service infrastructure, which is an instance of
the concept of Earth-orbiting support systems [224]. The architecture and design of inorbit service infrastructure depends on the type and volume
of service being provisioned.Example services include data uplink and downlink, data processing, service data storage, data relay, and ”latency on
demand,” as well as inorbit machine learning, data fusion, and data processing services. The possibilities enabled by in-space services are largely
uncovered, as the majority of those services do not exist at the time of the writing of this paper.

A crucial issue in determining the success and sustainability of future satellite federations is the availability of capable, reliable, and secure in-
space services. Korobova and Golkar explored the issue of security and proposed the use of conventional public key infrastructure within the
operations of a federation [225]. However, as the authors suggest, the issue of security hinges on the establishment of a FSS central authority that is
in charge of issuing and maintaining records of FSS participating spacecraft and related security credentials. The issue is also of legal and policy
interest. Such an analysis goes beyond the scope of this survey.

3. Ground Stationless Small Satellites

An opportunity enabled by federated satellites is the idea of deploying small satellite systems without any downlink capability. For those
systems, connectivity can be provided via intersatellite links, either via opportunistic contacts through a federation or via a commercial
Intersatellite Data Relay System (IDRS )/Earth Orbiting Support Systems (EOSS) infrastructure. Intersatellite connectivity can be provided via
low-cost low-power WiFi services through delay-+tolerant IP routing protocols [226]. From a design standpoint, ground stationless platforms
relax the requirements on the link budget, and they allow for reallocating the freed capacity to other subsystems (such as instrumentation). From a
market standpoint, such platforms are particularly interesting for the scientific community because they allow for quick development of small
instrument payloads. Such probes can have variable levels of data access timeliness that can be scaled upward and downward through services
delivered by onorbit federations. Such services could be conceived aswell for other resources such as data volume. The economies of scale of large
federated suppliers are such that the marginal cost of supply of the downlink capacity will be substantially lower than the marginal cost of
dedicated downlinks. This represents, one more time, a rent-versus-buy decision for the users. A system-level analysis accounting for marginal
costs, the economy of scale factors, and specific user needs (e.g., in terms of data volume and latency needs) reveals the break-even point for each
mission between ground stationless and traditional spacecraft designs. However, it remains clear that the use of ground station-less platforms
introduces a risk to users. That is, the success of their mission becomes a function of the availability and trustworthiness of the federated services
they use. This aspect relates once again to the issues of trust and security, as well as other economic and policy implications that go beyond the
scopes of this survey.

4. Event-Scouting Services

Federated systems can allow for the deployment of event-scouting services, enhancing the ability of large platforms to optimize the
effectiveness of their operations. Consider the following scenario. Small satellite platforms carrying optical ormicrowaveobservation systems can
be hired on demand as scouts to perform rapid scans of a region of interest. The data are relayed to an inorbit EOSS that performs feature
recognition or other processing on the data to identify targets of interest for further investigation. Following processing, commands are sent to
large platforms (potential customers of the event-scouting service in this scenario) to inform high-resolution data acquisitions during following
orbital passes. In this scenario, small satellites are used to enhance the responsiveness of large platforms, as an example of a scouting service
enabled by federated platforms.

5. Satellite-to-Satellite Debris Monitoring and Collision Avoidance

The issue of space situational awareness (SSA) is becoming a priority for satellite operators and policy makers [227]. It is expected that the
density of object population in orbit is going to increase exponentially as the number of small satellites and other platforms increases, togetherwith
the number of debris in orbit. Federated satellites are well positioned to offer a solution to the need of enhanced SSA. Future satellites may carry
onboard small payloads (of different natures) to detect and track, aswell determine the orbit, of neighboring threatening objects or debris. Once the
information is acquired, it can be broadcast to other satellites through a federated service infrastructure. Likewise, satellites can determine their
own orbit through different means, and they can broadcast the information through federations. This can be thought of as a traffic collision-
avoidance system, which si similar to what is available in aviation. Nevertheless, the issue of security is once again of primary importance for
successful delivery of this service. In this context (as also surveyed later in this section) the implementation of blockchains could play a
pivotal role.

6. FSS Negotiators

One of the main issues to the successful deployment of FSSs is the availability of the initial operating capacity to make the service attractive to
prospective users, as well as to incentivize them to implement federated connectivity in their spacecraft design. In colloquial terms, no onewould
purchase a telephone when there was no other telephone user with whom to talk. A potential solution to this issue is the ability of networking
existing satellites already flying in space, with no hardware intervention required. A possible approach to this challenge is the deployment in orbit
of FSS negotiators that are able to mimic terrestrial ground stations and relay data among heterogeneous satellites. Key enabling technologies to
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this end are software-defined radios [228] and software-defined laser communications. Negotiatorswill likely need to embed tracking capabilities
as well as carry different antennas on board to communicate at different frequencies. Also, multiple protocols need to be supported to allow
translating the data between multiple spacecraft, in a bent-pipe fashion (with or without regeneration). The authors believe negotiators to be
feasible and worth further study, despite the fact that high technical challenges and complexity are expected.

7. Distributed Transaction Regulation Through Blockchains

Blockchains are decentralized, immutable, trustless public ledgers that maintain records of resource transactions [229]. Blockchains are based
on the concept of cryptographic proof as opposed to trust. Blockchains have been developed in the field of cryptocurrencies as a means to ensure
trustworthiness and security in distributed transactions [230]. A comprehensive survey of blockchains can be found in [231]. Although the use of
blockchains in DSS operations has not yet been documented in the open literature, the authors believe that blockchain technology will play a
pivotal role in the development of FSSs, and DSS in general. Blockchains could be used to record andmonitor resource transactions within a FSS
network, without having to rely on central authorities. Potential technical limitations to the use of blockchain technology in space are the need for
storing the blockchain in all participating nodes, as well as the need for the computational power needed to validate transactions in the network,
such as the hash-based proofs of work implemented in blockchain systems such as Bitcoin [231]. Proofs of work are, by design, computationally
intensive in order to ensure security of the system and to prevent any agent in the network to take control over the blockchain. However, this is at
odds with the scarcity of computational power available in space; the study of computational power needs and possible solutions to implement
blockchains in space appears to be a promising avenue for future research.

Furthermore, a known limitation of blockchains is the scalability of the systembecause the blockchain grows in size over time as newblocks are
added to incorporate new transactions [232]. Finally, blockchains are at odds with the privacy needs of users in a FSS network. Blockchains are
distributed ledgers that are recorded inmultiple copies to all participants in the network. All participants can therefore be aware, in principle, of all
transactions having occurred within the federated network. Finding possible solutions to privacy needs in blockchains is an open field in the
blockchain research community [233]. Blockchains potentially provide a solution to the trustworthiness and security issues in FSSs.Once a viable
implementation of blockchains in space is found, and implemented in federated satellite networks, blockchains could be used to regulate in-space
resource transactions, execute smart contracts between federated nodes, regulate satellite operations and service requests in virtual satellite
missions, and so on. This fieldwill likely be the subject of further study by the community andwill enable commercial deployment of FSS service
infrastructures.

8. Mission Repurposing (Extending Useful Lifetime of Space Missions)

A promising application of FSSs is the repurposing of existing missions for which the primary purpose has changed or has been terminated by
either critical component failure (e.g., payload failure) or by other technical and programmatic reasons. Consider the case of the reaction wheel
failure in the Kepler mission [234]. Kepler is a space telescope launched by NASA to discover Earth-sized exoplanets [235]. The mission,
launched in 2009, was expected to be operated up to 2016, pending a mission extension in 2012. However, due to two reaction wheel failures in
2013, the originalmission had to be repurposed due to the impossibility ofmeeting the strict pointing requirements entailed by the originalmission
goal. Although the mission has been operated for other purposes in exoplanetary research, it could also have served as a data processing and
storage hub in a federated infrastructure serving other interplanetarymissions, thanks to its favorable heliocentric orbit. Similar actions could have
been taken for the Herschel telescope, which is a space observatory launched by the ESA in 2009, for which the life was limited by the helium
reservoir needed tomaintain the observing instrument in cryogenic conditions.Although the useful scientific life of themission ended in 2013, the
spacecraft could have been repurposed as a resource supplier in a FSS network, given that all platform subsystems were operational at end of life.

Other examples could likewise be made. FSS networks can give missions new life, provided that those are outfitted from launch to operate in
opportunistic federated networks or are willing (and able) to operate in FSSs through the use of a FSS negotiator. Golkar and Lluch I Cruz [82]
identified key enabling technologies to this purpose. A “FSS plug-in” can be conceived to allow spacecraft connectivity, in a similar way as the
first Personal Computer Memory Card International Association cards helped to introduce WiFi connectivity to computer laptops in the 1990s.
Further work on this topic shall identify additional opportunities of mission repurposing in the FSS service infrastructure.

VII. Conclusions

This paper has provided a survey of the state of the art in distributed satellite systems, framing DSS in their historic context and reviewing past
research and development efforts in the area. Distributed satellite concepts have been identified and classified according to a new taxonomy with
the purpose of providing a unified framework describing different DSS architectures, regardless of their mission context. The paper reviewed
enabling subsystem-level technologies and system-level capabilities associated with distributed satellite concepts, as well as nontechnical issues
including economic and regulatory challenges. Based on this review of the state of the art, several technical and nontechnical gaps have been
identified that need to be filled before new DSS concepts can come to full fruition.
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