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#### Abstract

Low-thrust Earth-orbit transfers with $10^{-5}$-order thrust-to-weight ratios involve a large number of orbital revolutions which poses a real challenge to trajectory optimization. This article develops a direct method to optimize minimum-time low-thrust many-revolution Earth-orbit transfers. A parameterized control law in each orbit, in the form of the true optimal control, is proposed, and the time history of the parameters governing the control law is interpolated through a finite number of nodal values. The orbital averaging method is used to significantly reduce the computational workload and the trajectory optimization is conducted based on the orbital averaging dynamics expressed by nonsingular equinoctial elements. Furthermore, Earth's shadowing and perturbation effects are taken into account. The optimal transfer problem is thus converted to the parameter optimization problem that can be solved by nonlinear programming. Taking advantage of the mapping between the parameterized control law and the Lyapunov control law, a technique is proposed to acquire good initial guesses for optimization variables, which results in enlarged convergence domain of the direct optimization method. Numerical examples of optimal Earth-orbit transfers are presented.
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## 1. Introduction

Compared to vehicles propelled by conventional chemical propellant, spacecraft driven by low-thrust electric propulsion can deliver more payload fraction due to its high specific impulse. However, low-thrust propulsion usually results in long-duration Earth-orbit transfers involving hundreds or even thousands of orbital revolutions. Because of this, optimization of lowthrust transfer trajectories has long been remaining a real challenge. Furthermore, the optimization problem would be further complicated by shadowing and perturbation effects that should be taken into consideration if the spacecraft transfers through low-altitude orbital space.

In the early 1960 's, T. N. Edelbaum ${ }^{[1]}$ presented a well-known analytic solution to estimate flight time and total impulse for low-thrust circle-to-circle orbital transfers. SEPSPOT ${ }^{[2]}$, a program developed for Earth-orbit transfers by using solar electric propulsion,

[^0]solved the two-point boundary-value problem (2PBVP) with a shooting method. However, the solution to the 2PBVP is sensitive to the initial guess for the costate variables that do not imply any intuitive physical meanings. Compared to the approach of solving the 2PBVP (traditionally termed indirect method), direct methods generally exhibit a larger radius of convergence domain. J. T. Betts ${ }^{[3]}$ used the direct collocation method to solve a 578 -revolution transfer problem, thereby bringing forth an optimization problem with 416123 variables and 249674 constraints. J. T. Betts' work leads to large-scale nonlinear optimization problems that require tremendous computational workload. W. A. Scheel, et al. ${ }^{[4]}$ developed a parallel Runge-Kutta method for solving many-revolution orbital transfer problems. However, the parameterization of the control steering program in their method still requires a large number of nodes which are used as optimization variables.

In order to alleviate computational workload, both indirect and direct methods adopt orbital averaging used in SEPSPOT. C. A. Kluever, et al. ${ }^{[5]}$ put forward a method that combines orbital averaging and a blended control strategy to solve minimum-time Earth-orbit transfers. S. Geffroy, et al. ${ }^{[6]}$ solved orbital transfer problems with constraints by using orbital averaging.

Recently, Y. Gao ${ }^{[7]}$ developed a new control strategy which also uses the orbital averaging method to solve near-optimal minimum-time and fuel-efficient orbital transfers in the presence of $J_{2}$ perturbations and shadowing.

In addition to traditional indirect and direct methods, there exist other methods to solve low-thrust manyrevolution orbital transfers. For instance, the Lyapunov control can be used to guide the spacecraft to the target orbits ${ }^{[8-10]}$. However, the shadowing was neglected in these studies. Besides, the Lyapunov control law is usually not optimal. T. Haberkorn, et al. ${ }^{[11]}$ developed a homotopic approach to solve fixed-time minimum-fuel orbital transfers in an ideal gravity field without considering shadowing. The homotopic approach might take a few hours execution time to obtain optimal solutions.

This article develops a direct optimization method to solve minimum-time low-thrust many-revolution Earthorbit transfer problems. A parameterized control law in the form of true optimal control is formulated in each orbit of the transfer trajectory. The orbital averaging method is used to ease the computation for trajectory propagation. Moreover, perturbations and shadowing can be easily modeled by orbital averaging. The parameters governing the control steering program in each orbit are interpolated through a finite number of nodal values in terms of the time history. The optimal control problem is then converted to the parameter optimization problem that can be solved by nonlinear programming (NLP). In addition, multiple shooting of mean orbital elements is employed to improve the convergence robustness of NLP. Furthermore, the initial guess for the optimization variables of NLP is obtained using a mapping between the parameterized control law and the Lyapunov control law.

## 2. System Dynamics Based on Orbital Averaging

A set of nonsingular equinoctial elements $\boldsymbol{x}=\left[\begin{array}{ll}p & f\end{array}\right.$ $\left.\begin{array}{llll}g & h & k & L\end{array}\right]^{\mathrm{T}}$ is utilized to govern the equations of motion ${ }^{[12]}$ where $p$ is the semi-latus rectum, $L$ is the true longitude, and the other four do not have intuitive physical meanings. The equinoctial elements can be obtained in terms of the classical orbital elements with $p=a\left(1-e^{2}\right), \quad f=e \cos (\omega+\Omega), \quad g=e \sin (\omega+\Omega), \quad h=$ $\tan (i / 2) \cos \Omega, \quad k=\tan (i / 2) \sin \Omega, \quad$ and $\quad L=\Omega+\omega+\theta$ where $a$ is the semi-major axis, $e$ the eccentricity, $i$ the inclination, $\Omega$ the longitude of ascending node, $\omega$ the argument of perigee, and $\theta$ the true anomaly.

The Gauss variational equation in a matrix form can be written as

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\boldsymbol{M}\left(\frac{T}{m} \boldsymbol{\alpha}+\boldsymbol{f}_{\mathrm{p}}\right)+\boldsymbol{D} \tag{1}
\end{equation*}
$$

where $\boldsymbol{M}$ is a $6 \times 3$ matrix and $\boldsymbol{D}$ a $6 \times 1$ vector, $T$ the thrust magnitude, $m$ the spacecraft mass, $\boldsymbol{\alpha}$ the unit vector in thrust direction in the local-vertical-localhorizon frame, and $\boldsymbol{f}_{\mathrm{p}}$ the perturbation-vector. If the
perturbation is conservative, another equation of motion, i.e. the Lagrange planetary equation ${ }^{[12]}$ holds. In addition, the mass flow rate is

$$
\begin{equation*}
\dot{m}=-T /\left(g_{\mathrm{e}} I_{\mathrm{sp}}\right) \tag{2}
\end{equation*}
$$

where $g_{\mathrm{e}}\left(g_{\mathrm{e}}=9.80665 \mathrm{~m} / \mathrm{s}^{2}\right)$ is the gravitational acceleration at the sea level and $I_{\mathrm{sp}}$ the specific impulse. Note that the thrust magnitude $T=(T / W)_{0} m_{0} g_{\text {e }}$ is determined by the initial thrust-to-weight ratio $(T / W)_{0}$ and the initial spacecraft mass $m_{0}$.

Assuming that the low-thrust acceleration is much lower than the gravitational acceleration, the following can be obtained

$$
\begin{equation*}
\frac{\mathrm{d} L}{\mathrm{~d} t} \approx \sqrt{\mu p}\left(\frac{1+f \cos L+g \sin L}{p}\right)^{2} \tag{3}
\end{equation*}
$$

where $\mu\left(\mu=398601 \mathrm{~km}^{3} / \mathrm{s}^{2}\right)$ is the Earth gravitational parameter. The first-order time rates of averaged incremental changes for the first five equinoctial elements (defined as $\overline{\boldsymbol{x}}=\left[\begin{array}{llll}\bar{p} & \bar{f} & \bar{g} & \bar{h} \\ \hline\end{array}\right]^{\mathrm{T}}$, termed mean equinoctial elements) can be computed by

$$
\begin{equation*}
\frac{\mathrm{d} \overline{\boldsymbol{x}}}{\mathrm{~d} t} \approx \frac{1}{P} \int_{0}^{2 \pi} \dot{\boldsymbol{x}} \frac{\mathrm{~d} t}{\mathrm{~d} L} \mathrm{~d} L \tag{4}
\end{equation*}
$$

where $P$ is the orbital period. The time rates of the mean equinoctial elements are obtained by expanding Eq.(4):

$$
\begin{align*}
& \frac{\mathrm{d} \bar{x}_{l}}{\mathrm{~d} t}=\dot{\bar{x}}_{l}=\frac{1}{2 \pi}\left(1-\bar{f}^{2}-\bar{g}^{2}\right)^{3 / 2} \\
& {\left[\int_{L_{1}}^{L_{2}} \frac{f_{l}^{\mathrm{T}}(\overline{\boldsymbol{x}}, L, \boldsymbol{\alpha})}{(1+\bar{f} \cos L+\bar{g} \sin L)^{2}} \mathrm{~d} L+\right.} \\
& \left.\int_{0}^{2 \pi} \frac{f_{l}^{\mathrm{p}}\left(\overline{\boldsymbol{x}}, L, \boldsymbol{f}_{\mathrm{p}}\right)}{(1+\bar{f} \cos L+\bar{g} \sin L)^{2}} \mathrm{~d} L\right] \tag{5}
\end{align*}
$$

where $\quad \overline{\boldsymbol{x}}=\left[\begin{array}{lllll}\bar{x}_{1} & \bar{x}_{2} & \bar{x}_{3} & \bar{x}_{4} & \bar{x}_{5}\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{llll}\bar{p} & \bar{f} & \bar{g} & \bar{h} \\ \bar{k}\end{array}\right]^{\mathrm{T}}$ and $l=1,2, \cdots, 5$. Likewise, the averaged mass flow rate is

$$
\begin{align*}
& \frac{\mathrm{d} \bar{m}}{\mathrm{~d} t}=\dot{\bar{m}}=\frac{1}{2 \pi}\left(1-\bar{f}^{2}-\bar{g}^{2}\right)^{3 / 2} \\
& \int_{L_{1}}^{L_{2}} \frac{\dot{m}}{(1+\bar{f} \cos L+\bar{g} \sin L)^{2}} \mathrm{~d} L \tag{6}
\end{align*}
$$

where $f_{l}^{\mathrm{T}}(\overline{\boldsymbol{x}}, L, \boldsymbol{\alpha})$ and $f_{l}^{\mathrm{p}}\left(\overline{\boldsymbol{x}}, L, \boldsymbol{f}_{\mathrm{p}}\right)$ are the dynamics of the osculating elements due to thrust and perturbation, respectively. The term $f_{l}^{\mathrm{T}}(\overline{\boldsymbol{x}}, L, \boldsymbol{\alpha})$ is computed through the Gauss variational equation $(T / m) \overline{\boldsymbol{M}} \boldsymbol{\alpha}$, where $\overline{\boldsymbol{M}}$ is a $5 \times 3$ matrix after removing the 6 th row of $\boldsymbol{M}$. The term $f_{l}^{\mathrm{p}}\left(\overline{\boldsymbol{x}}, L, \boldsymbol{f}_{\mathrm{p}}\right)$ can be computed through either the Gauss variational equation or the Lagrange planetary equation.

The integral limits $L_{1}$ and $L_{2}$ in Eqs.(5)-(6) represent the starting and ending angles (measured in true longitude) of a burn arc in each orbital revolution. By taking the Earth shadow into consideration (null thrust in shadow), the exit and entry angles are logically denoted by $L_{1}$ and $L_{2}$, respectively (see Fig.1). Note that, compared with completely continuous thrust, the dis-
continuous thrust caused by the shadow may strongly affect the time evolution of orbital elements. The definite finite integrals in Eqs.(5)-(6) can be approximately computed by the Gauss-Legendre quadrature. Eqs.(5)(6) can be integrated with large time interval (e.g. one or two days). Compared with propagating osculating elements, propagating mean equinoctial elements considerably lessen the computational workload. For the details of orbital averaging, refer to Refs.[13]-[14].


Fig. 1 Illustration of Earth shadow exit and entry angles.

## 3. Parameterized Control Law and Nonlinear Parameter Optimization

According to the Calculus of variations or the optimal control theory ${ }^{[15]}$, with a cost function in the Mayer form, the Hamiltonian for the averaged dynamic system (Eqs.(5)-(6)) is defined as

$$
\begin{equation*}
\bar{H}=\bar{\lambda}^{\mathrm{T}} \dot{\overline{\boldsymbol{x}}}+\bar{\lambda}_{m} \dot{\bar{m}} \tag{7}
\end{equation*}
$$

where $\bar{\lambda}=\left[\begin{array}{lllll}\bar{\lambda}_{p} & \bar{\lambda}_{f} & \bar{\lambda}_{g} & \bar{\lambda}_{h} & \bar{\lambda}_{k}\end{array}\right]^{\mathrm{T}}$ and $\bar{\lambda}_{m}$ are the costate variables associated with the corresponding mean equinoctial elements and the spacecraft mass, respectively. The optimum value of the thrust direction $\boldsymbol{\alpha}$ is obtained by setting $\partial \bar{H} / \partial \boldsymbol{\alpha}=\mathbf{0}$ with the constraint $\boldsymbol{\alpha}^{\mathrm{T}} \boldsymbol{\alpha}=1$.

$$
\begin{equation*}
\alpha_{\mathrm{opt}}=-\frac{\overline{\boldsymbol{M}}^{\mathrm{T}} \bar{\lambda}}{\left\|\overline{\boldsymbol{M}}^{\mathrm{T}} \bar{\lambda}\right\|} \tag{8}
\end{equation*}
$$

In this study, it is assumed that the optimal control steering is directly governed by the parameters $\bar{\lambda}=$ [ $\left.\bar{\lambda}_{p} \bar{\lambda}_{f} \bar{\lambda}_{g} \bar{\lambda}_{h} \bar{\lambda}_{k}\right]^{\mathrm{T}}$, and the time history of $\bar{\lambda}(t)$ is interpolated through an appropriate number of nodal values along the time axis rather than governed by the costate differential equation (see Ref.[2]). The nodal values for interpolating $\bar{\lambda}(t)$ should be chosen to be optimal. Therefore, Eq.(8) denotes the parameterized control steering used in each transfer oribt, which is termed the calculus of variations (COV)-based control law. The parameterized COV-based control law possesses a concise and optimal form derived from COV. Note that, different from the case in the traditional
indirect method, the costate differential equations are not used to govern $\bar{\lambda}(t)$.

The orbital transfer problem is now converted to the parameter optimization problem. With $N$ nodal values ( $\left.\bar{\lambda}\left(t_{I}\right)(I=1,2, \cdots, N)\right)$ for interpolating the time history of $\bar{\lambda}(t)$ and $t_{\mathrm{f}}$ to denote the transfer time, the parameter optimization problem could be described as follows:

Find optimal variables

$$
\left[\begin{array}{lllll}
\bar{\lambda}\left(t_{1}\right) & \bar{\lambda}\left(t_{2}\right) & \cdots & \bar{\lambda}\left(t_{N}\right) & t_{\mathrm{f}}
\end{array}\right]
$$

to minimize the terminal time $t_{\mathrm{f}}$, subjecting to
(1) Eqs.(5)-(6);
(2) $\overline{\boldsymbol{x}}\left(t_{\mathrm{f}}\right)$ equals the orbital elements of the target orbit.

It is worth mentioning that the constraint of the equations of motion is automatically satisfied by the explicit numerical integration of Eqs.(5)-(6) from the initial time to the terminal time. In addition, any other optimization variables as well as equality and inequality constraints could be included in above-stated optimization problem. The proposed parameter optimization problem could be solved by NLP-sequential quadratic programming (SQP) ${ }^{[16]}$.

In order to further improve the convergence robustness of NLP, the multiple-shooting technique has found wide applications in trajectory optimization problems. This article introduces multiple shooting of mean orbital element $\overline{\boldsymbol{x}}$. The state nodes $\overline{\boldsymbol{x}}_{\mathrm{ms}}\left(t_{J}\right)$ $(J=1,2, \cdots, M)$ at $t_{J}$ can be equally or unequally inserted between the initial time $t_{0}$ and the terminal time $t_{\mathrm{f}}$. The values of these nodes must be equal to the values $\overline{\boldsymbol{x}}_{\text {int }}\left(t_{J}\right)$ obtained by integrating the governing equations from the preceding instants. With the multi-ple-shooting technique, the extra optimization variables are $\overline{\boldsymbol{x}}_{\mathrm{ms}}\left(t_{1}\right), \overline{\boldsymbol{x}}_{\mathrm{ms}}\left(t_{2}\right), \cdots, \overline{\boldsymbol{x}}_{\mathrm{ms}}\left(t_{M}\right)$, and the additional equality constraint is

$$
\begin{equation*}
\overline{\boldsymbol{x}}_{\mathrm{ms}}\left(t_{J}\right)-\overline{\boldsymbol{x}}_{\mathrm{int}}\left(t_{J}\right)=\mathbf{0} \tag{9}
\end{equation*}
$$

The state nodes $\overline{\boldsymbol{x}}_{\mathrm{ms}}\left(t_{J}\right)$ could be expressed by either classical orbital elements or equinoctial elements. However, guessing the state nodes expressed by classical orbital elements might be more intuitive for some types of orbital transfers. The details for converting an optimal control problem into a parameter optimization problem as well as for using the multiple-shooting technique can be found in Ref.[17].

## 4. Acquisition of Initial Guesses by Using the Lyapunov Control

Despite the proposed approach being categorized as a direct method, proper initial guesses for optimization variables are always helpful and needed. This section will associate the COV-based control law with the Lyapunov control law firstly made public in Ref.[8] so as to provide a tool to obtain proper initial guesses for
optimization variables.
According to Ref.[8], the Lyapunov function defined by the equinoctial elements can be written into

$$
\begin{gather*}
V=\frac{1}{2}\left[Q_{p}\left(\bar{p}-\bar{p}^{*}\right)^{2}+Q_{f}\left(\bar{f}-\bar{f}^{*}\right)^{2}+\right. \\
\left.Q_{g}\left(\bar{g}-\bar{g}^{*}\right)^{2}+Q_{h}\left(\bar{h}-\bar{h}^{*}\right)^{2}+Q_{k}\left(\bar{k}-\bar{k}^{*}\right)^{2}\right] \tag{10}
\end{gather*}
$$

where the equinoctial elements of the target orbit are denoted by $\overline{\boldsymbol{x}}^{*}=\left[\bar{p}^{*} \bar{f}^{*} \bar{g}^{*} \bar{h}^{*} \bar{k}^{*}\right]^{\mathrm{T}}$, and $Q_{p}, Q_{f}$, $Q_{g}, Q_{h}$, and $Q_{k}$ are constant values called Lyapunov gains. Now the control law or the Lyapunov control law is defined as

$$
\begin{equation*}
\alpha_{\text {Lyap }}=-\frac{\overline{\boldsymbol{M}}^{\mathrm{T}} \boldsymbol{V}_{\bar{x}}}{\left\|\overline{\boldsymbol{M}}^{\mathrm{T}} \boldsymbol{V}_{\bar{x}}\right\|} \tag{11}
\end{equation*}
$$

where $\boldsymbol{V}_{\overline{\boldsymbol{x}}}=\boldsymbol{Q}\left(\overline{\boldsymbol{x}}-\overline{\boldsymbol{x}}^{*}\right)$ and $\boldsymbol{Q}$ is a diagonal $5 \times 5$ matrix with the diagonal elements $Q_{p}, Q_{f}, Q_{g}, Q_{h}$, and $Q_{k}$. Then $\dot{V}$ could be readily acquired without the consideration of perturbation.

$$
\begin{gather*}
\dot{V}=\boldsymbol{V}_{\bar{x}}^{\mathrm{T}} \dot{\overline{\boldsymbol{x}}}=\frac{1}{2 \pi}\left(1-\bar{f}^{2}-\bar{g}^{2}\right)^{3 / 2} \\
{\left[\int_{L_{1}}^{L_{2}} \frac{-(T / m)\left\|\overline{\boldsymbol{M}}^{\mathrm{T}} \boldsymbol{V}_{\bar{x}}\right\|}{(1+\bar{f} \cos L+\bar{g} \sin L)^{2}} \mathrm{~d} L\right]<0} \tag{12}
\end{gather*}
$$

If the gain matrix $\boldsymbol{Q}$ is positive definite, Eq.(12) would imply that the control system involving the control law of Eq.(11) is asymptotically stable (for details see Ref.[8]). To simplify the Lyapunov control law, $\boldsymbol{Q}$ could be defined as a constant time-independent matrix. Because of feedback mechanism, the Lyapunov control law naturally drives the spacecraft to the target orbit. However, the solution obtained through the Lyapunov control law is generally not optimal.
It can be disclosed that the Lyapunov control law and the COV-based control law of Eq.(8) become identical if the following mapping holds true:

$$
\begin{equation*}
\bar{\lambda}=V_{\bar{x}}=Q\left(\bar{x}-\bar{x}^{*}\right) \tag{13}
\end{equation*}
$$

Let the guess of Lyapunov gains be $\boldsymbol{Q}_{\mathrm{L}}^{\text {guess }}$ and the transfer time be $t_{\mathrm{f}}^{\text {guess }}$, a nominal trajectory is propagated with the Lyapunov control law to obtain $\bar{x}_{\mathrm{L}}(t)$. It should be ensured that this trajectory reaches the vicinity of the target orbit, that is to say, $\bar{x}_{\mathrm{L}}\left(t_{\mathrm{f}}\right)$ gets close to $\overline{\boldsymbol{x}}^{*}$. This might require making a few trial-and-errors for determining $\boldsymbol{Q}_{\mathrm{L}}^{\text {guess }}$ and $t_{\mathrm{f}}^{\text {guess }}$. With the solutions of $\boldsymbol{Q}_{\mathrm{L}}^{\text {guess }}$ and $\overline{\boldsymbol{x}}_{\mathrm{L}}(t)$, the nodes $\bar{\lambda}^{\text {guess }}\left(t_{I}\right)$ for interpolating the time history of $\bar{\lambda}(t)$ can be obtained by using the mapping:
$\overline{\boldsymbol{\lambda}}^{\text {guess }}\left(t_{I}\right)=\boldsymbol{Q}_{\mathrm{L}}^{\text {guess }}\left(\overline{\boldsymbol{x}}_{\mathrm{L}}\left(t_{I}\right)-\overline{\boldsymbol{x}}^{*}\right) \quad(I=1,2, \cdots, N)$
If the multiple-shooting technique is employed, the state nodes for multiply shooting $\overline{\boldsymbol{x}}_{\mathrm{ms}}^{\text {guess }}\left(t_{J}\right)$ can be obtained through $\overline{\boldsymbol{x}}_{\mathrm{L}}(t)$ :

$$
\begin{equation*}
\overline{\boldsymbol{x}}_{\mathrm{ms}}^{\text {guess }}\left(t_{J}\right)=\overline{\boldsymbol{x}}_{\mathrm{L}}\left(t_{J}\right) \quad(J=1,2, \cdots, M) \tag{15}
\end{equation*}
$$

Therefore, the initial guesses for the optimization variables in the parameter optimization problem are $\bar{\lambda}^{\text {guess }}\left(t_{I}\right), \bar{x}_{\mathrm{ms}}^{\text {guess }}\left(t_{J}\right)$, and $t_{\mathrm{f}}^{\text {guess }}$. This proposed technique converts guessing $\bar{\lambda}^{\text {guess }}\left(t_{I}\right)$ and $\overline{\boldsymbol{x}}_{\mathrm{ms}}^{\text {guess }}\left(t_{J}\right)$ into guessing $\boldsymbol{Q}_{\mathrm{L}}^{\text {guess }}$, which decreases the number of optimization variables to be determined to only five and makes it easier to get the candidate solutions close to the target orbit due to the feedback mechanism of the Lyapunov control.

## 5. Numerical Examples

This section will present Earth-orbit transfer examples with four types of orbits involved: low Earth orbit (LEO), geostationary transfer orbit (GTO), geostationary orbit (GEO), and high elliptical orbit (HEO). Table 1 lists the classical orbital elements of each orbit where $R_{\mathrm{e}}$ is Earth radius and Table 2 three cases of orbital transfers including LEO-GEO, GTO-GEO, and LEOHEO. Note that both LEO-GEO and GTO-GEO transfers are cited from Refs.[5],[7]. Table 2 also shows the specific impulses, initial spacecraft mass, and initial thrust-to-weight ratios. All the proposed orbital transfers contain the zonal harmonics $J_{2}-J_{5}$ perturbations and cylindrical Earth shadow. The initial departure date is set to January 1, 2008. The Jet Propulsion Laboratory (JPL) planetary ephemeris ${ }^{[18]}$ is used to obtain the sun's position in computing Earth shadowing. The standard fourth-order fixed step-size RungeKutta method is employed to propagate mean equinoctial elements. Two hundred integration steps are set up for propagating the LEO-GEO transfer trajectories and 100 steps for propagating the LEO-HEO and GTOGEO transfer trajectories.
Table 1 Classical orbital elements of LEO, HEO, GTO, and GEO

| Orbit | $a / R_{\mathrm{e}}$ | $e$ | $i /\left({ }^{\circ}\right)$ | $\Omega /\left({ }^{\circ}\right)$ | $\omega /\left({ }^{\circ}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| LEO | 1.0860 | 0 | 28.5 | 0 | 0 |
| GTO | 3.8200 | 0.731 | 27.0 | 99 | 0 |
| GEO | 6.6107 | 0 | 0 | - | - |
| HEO | 4.0760 | 0.700 | 60.0 | 30 | 20 |

Table 2 Transfer cases and spacecraft parameters

| Transfer case | $I_{\text {sp }} / \mathrm{s}$ | $m_{0} / \mathrm{kg}$ | $(T / W)_{0}$ |
| :---: | :---: | :---: | :---: |
| LEO-GEO | 3300 | 1200 | $3.4135 \times 10^{-5}$ |
| GTO-GEO | 3300 | 450 | $4.5514 \times 10^{-5}$ |
| LEO-HEO | 3300 | 1000 | $8.0000 \times 10^{-5}$ |

Just as Section 4 has indicated, the initial guess for the optimization variables can be obtained with the Lyapunov control, which will be demonstrated by taking the LEO-GEO transfer as an example. After a few trial-and-errors, a set of Lyapunov gains- $\left[Q_{p} \quad Q_{f} \quad Q_{g}\right.$ $\left.Q_{h} \quad Q_{k}\right]=\left[\begin{array}{lllll}1 & 5 & 5 & 10^{2} & 10^{2}\end{array}\right]$ is chosen and a number of values for the transfer time are selected. Table 3 lists the terminal errors in semi-major axis, eccentricity, and
inclination (denoted by $\bar{a}_{\mathrm{f}}-\bar{a}^{*}, \bar{e}_{\mathrm{f}}-\bar{e}^{*},{\overline{i_{\mathrm{f}}}}-\bar{i}^{*}$, respectively) for the four transfer time solutions.

Table 3 Terminal orbital errors with different transfer time

| Transfer <br> time/day | $\left(\bar{a}_{\mathrm{f}}-\bar{a}^{*}\right) / R_{\mathrm{e}}$ | $\bar{e}_{\mathrm{f}}-\bar{e}^{*}$ | $\left(\bar{i}_{\mathrm{f}}-\bar{i}^{*}\right) /\left({ }^{\circ}\right)$ |
| :---: | :---: | :---: | :---: |
| 200 | $7.4450 \times 10^{-3}$ | $3.3158 \times 10^{-2}$ | 8.4374 |
| 210 | $8.4301 \times 10^{-4}$ | $1.1595 \times 10^{-2}$ | 4.3822 |
| 220 | $1.4436 \times 10^{-2}$ | $2.0285 \times 10^{-3}$ | 0.8612 |
| 230 | $1.3292 \times 10^{-2}$ | $1.2348 \times 10^{-3}$ | 0.1532 |

With the simple constant Lyapunov gains, it is observed that the 200-day solution is inferior to the other three ones, which could be used to achieve the initial guesses for $\bar{\lambda}(t)$ and the multiple-shooting variables. It should be pointed out that applying the Lyapunov control is not meant to generate an accurate transfer trajectory, but an approximate solution to aquire the initial guesses through the mapping of Eqs.(14)-(15) for further nonlinear optimization problem. In this aspect, with the help of feedback mechanism, rough selection of the Lyapunov gains and the transfer time is capable of achieving favorable approximate solutions.

In the 210-day transfer solution, ten nodes are equally spaced along the time axis for interpolating $\bar{\lambda}(t)$. The multiple-shooting technique is then used to divide some state variables (semi-major axis, eccentricity, and inclination) into five segments and four nodes are inserted between the initial and terminal time. It is necessary to transform equinoctial elements to classical orbital elements at each multiple-shooting time instant. Therefore, there are a total of 63 SQP design variables, including 50 nodes for interpolating mean costate variables ( 10 nodes for each element of $\bar{\lambda}(t)$ ), 12 nodes for multiple shooting (four nodes for each of semi-major axis, eccentricity, and inclination), as well as the transfer time. The equality constraints are five equinoctial elements of the GEO orbit $\left(\bar{p}^{*}=\right.$ $6.6107 R_{\mathrm{e}}$ and $\bar{f}^{*}=\bar{g}^{*}=\bar{h}^{*}=\bar{k}^{*}=0$ ) and 12 constraints resulting from multiple shooting. The same is true of the GTO-GEO and LEO-HEO transfers except for the numbers of optimization variables and constraints which might be different.

In the GTO-GEO transfer, the converged solution could be attained without multiple shooting. The initial guess for optimization variables are generated by the Lyapunov gains $\left[\begin{array}{lllll}1 & 10 & 10 & 10^{2} & 10^{2}\end{array}\right]$ and the transfer time 75 days. Ten nodes are used for interpolating the time history of $\bar{\lambda}(t)$ in the optimization problem.

By solving the modeled parameter optimization problems, the converged solutions are obtained. Table 4 presents the optimal solutions of the three transfers. This table also contains the solutions in Ref.[7] (values after "/") for comparison and the approximate orbital
revolutions of each transfer. The time for the LEOGEO transfer is 199.5 days and for GTO-GEO 66.8 days. In comparison with other previously obtained solutions, they are 198.9 days and 66.6 days by SEPSPOT ${ }^{[5]}, 200.3$ days and 67.1 days by the blended control law ${ }^{[5]}$ and 202.9 days and 70.2 days by the near-optimal control strategy ${ }^{[7]}$. Figs.2-4 illustrate the time histories of semi-major axis, eccentricity, and inclination for the LEO-GEO transfer and Figs.5-7 for the GTO-GEO transfer. The solutions obtained from the Lyapunov control and the near-optimal solutions in Ref.[7] are also plotted in these figures. In Figs.2-4, the initial values of the state nodes for multiple shooting are marked by circles.

Because the control law used in Ref.[7] is near optimal and the COV-based control law is in the form of true optimal control, the solutions attained in this study are superior to those in Ref.[7] for minimum-time transfers in terms of transfer time and propellant mass. Ref.[7] has evidenced that the very low-thrust transfers
Table 4 Optimal solutions of LEO-GEO, GTO-GEO, and LEO-HEO transfers

| Transfer case | Transfer <br> time/day | Propellant <br> mass $/ \mathrm{kg}$ | Approximate <br> revolutions |
| :---: | :---: | :---: | :---: |
| LEO-GEO | $199.5 / 202.9^{[7]}$ | $193.5 / 197.5^{[7]}$ | 1249 |
| GTO-GEO | $66.8 / 70.2^{[7]}$ | $34.77 / 36.5^{[7]}$ | 96 |
| LEO-HEO | 101.0 | 201.14 | 913 |



Fig. 2 Time histories of semi-major axis for the LEO-GEO transfers.


Fig. 3 Time histories of eccentricity for the LEO-GEO transfers.


Fig. 4 Time histories of inclination for the LEO-GEO transfers.


Fig. 5 Time histories of semi-major axis for the GTO-GEO transfers.


Fig. 6 Time histories of eccentricity for the GTO-GEO transfers.


Fig. 7 Time histories of inclination for the GTO-GEO transfers.
play minor part in cutting down on propellant consumption (under 19\%) but spend almost twice the transfer time reaching as long as 400 days. Therefore, to strike the balance between the transfer time and propellant mass, a minimum-time solution for the very low-thrust orbital transfer might fit the bill.

For the LEO-HEO transfer, the Lyapunov gains are selected to be $\left[\begin{array}{lllll}1 & 1 & 1 & 20 & 20\end{array}\right]$ and the transfer time is set to be 110 day. In the optimization problem, the multiple-shooting technique is used only for semi-major axis and nine nodes are equally spaced between the initial and terminal time. Note that as the COV-based control law does not possess feedback mechanism, when the transfer time is much longer than the optimal, the semi-major axis becomes liable to overshoot without using multiple shooting. Figs.8-9 demonstrate the time histories of equinoctial elements for the optimal solution of the LEO- HEO transfer. Note that the equinoctial elements of the target orbit are $\left[\begin{array}{lllll}2.08 R_{\mathrm{e}} & 0.45 & 0.54 & 0.5 & 0.29\end{array}\right]$.


Fig. 8 Time histories of equinoctial element $p$ for the LEOHEO transfers.


Fig. 9 Time histories of equinoctial elements $f, g, h$, and $k$ for the LEO-HEO transfers.

The thrust direction in each transfer orbit is governed by the parameterized control law defined by Eq.(8). During each integration time interval, i.e. one or two days, the control law in each orbit remains the same. Fig. 10 shows the thrust direction angles for the GTO-GEO transfer with the pitch $\delta$ and yaw $\phi$ defined by

$$
\left[\begin{array}{lll}
\alpha_{1} & \alpha_{2} & \alpha_{3}
\end{array}\right]^{\mathrm{T}}=\left[\begin{array}{lll}
\sin \delta \cos \phi & \cos \delta \cos \phi & \sin \phi \tag{16}
\end{array}\right]^{\mathrm{T}}
$$

where $\delta$ is measured from the local horizon to the projection of the thrust vector onto the orbit plane and $\phi$ from the orbit plane to the thrust vector. It is indicated in Fig. 10 that, from the 30th day to the terminal time of the transfer, the control steering is mainly responsible for circularizing the orbit. In addition, the osculating orbital elements are propagated with the optimization solution to achieve the GTO-GEO transfer trajectory, which is an ascending spiral involving almost a hundred revolutions (see Fig.11, where $X, Y$, and $Z$ are the three coordinate axes).


Fig. 10 Thrust direction angles for the GTO-GEO transfer.


Fig. 11 GTO-GEO transfer trajectory.

## 6. Some Comments on Optimization Convergence

Although the direct method generally exhibits a larger convergence domain than the indirect method, simply selected values for optimization variables usually do not always give rise to converged solutions. Note that the LEO-GEO transfer involves much more orbital revolutions (over 1000 ) than the other two transfers. With the aid from the Lyapunov control to provide the initial guesses, the practical experience to settle the optimization problem with $\mathrm{SQP}^{[16]}$ has shown the possibility of obtaining converged solutions (maybe local optima) in almost all the cases. Otherwise, the optimization of the LEO-GEO is very difficult to converge even with plenty of trials of arbitrarily selected initial guesses for optimization variables $\bar{\lambda}\left(t_{I}\right) \quad(I=1,2, \cdots, N)$.

All converged solutions obtained by using the direct method are deemed locally optimal. If a slightly per-
turbed converged solution is used as an initial guess for a new NLP optimization run, a slightly better solution may be obtained. Moreover, a slightly perturbed solution failing to satisfy the convergence criterion is used as an initial guess to restart a new run, which is also beneficial for obtaining converged solutions. This suggests that the designer be required to run optimization a few more times by perturbing existing feasible solutions. Table 5 lists the iteration steps, minimized objectives, and equality constraint norms for the three numerical examples. In the first optimization, the initial guess is provided by trajectory solutions from the Lyapunov control. It takes less than 5 min for implementing the optimization on a PC with a built-in 2.66 GHz CPU.

Table 5 Iterations for the first optimization

| Transfer <br> case | Iteration <br> step | Minimized ob- <br> jective $t_{\mathrm{f}} /$ day | Equality constraint <br> norm (non-dimen- <br> sional unit) |
| :---: | :---: | :---: | :---: |
| LEO-GEO | 43 | 201.05 | Converged, <br> $2.7948 \times 10^{-7}$ |
| GTO-GEO | 53 | 66.83 | Converged, <br>  <br> LEO-HEO |
| 57 | $103.7552 \times 10^{-7}$ |  |  |
| Not converged, |  |  |  |
| $2.66 \times 10^{-4}$ |  |  |  |

For the LEO-GEO and LEO-HEO transfers under study, the solutions obtained in the first optimization do not guarantee the 199.5-day and 101.0-day transfer solutions listed in Table 4. With the above-mentioned suggestions, better solutions could be found after implementing optimization for several times. On obtaining the first converged solution, multiple shooting is usually not needed for subsequent optimization thereby reducing the number of optimization variables. It should be pointed out that different NLP solvers might have different convergence properties.

## 7. Comparisons with Other Methods

In general, the direct optimization method has a larger convergence domain than the indirect method, especially benefited from the initial guess generated by using the Lyapunov control. This advantage is witnessed by comparing with solving costate differential equations in Refs.[2],[6]. With orbital averaging, the computational workload can be enormously reduced if compared with the work in Refs.[3],[4], where direct control parameterization inextricably leads to large dimensional nonlinear optimization problems. Furthermore, the perturbations and shadowing can be easily taken into consideration by using orbital averaging. The parameterized control law is truly an optimal control law as distinct from the Lyapunov control law ${ }^{[8-10]}$, blended control ${ }^{[5]}$, and near-optimal control law ${ }^{[7]}$ that could not be regarded optimal theoretically. Finally, it is worth noting that the use of equinoctial elements eliminates the singularity when either eccentricity or inclination equals zero, which is not taken into account
by Refs.[5],[7] where the control laws with intuitive physical meaning are all expressed in classical orbital elements. The proposed method is effective and fit to deal with the minimum-time transfers. It is anticipated to be extended to tackle the fuel-efficient transfers with active coasting mechanism.

## 8. Conclusions

A direct approach has been developed to optimize minimum-time low-thrust many-revolution Earth-orbit transfers. The parameterized control law in the form of the true optimal control is adopted and the con-trol-related parameters are interpolated through a number of nodes along the time axis. The optimal control problem is thus converted into a parameter optimization problem that is in turn solved with nonlinear programming. Multiple shooting of mean elements and the technique for providing initial guesses through the Lyapunov control are employed to improve the convergence robustness of nonlinear programming. The parameter optimization problem thus formed could easily include any other static system parameters and possible equality and inequality constraints. The proposed direct optimization method serves as an ideal tool for solving low-thrust many-revolution transfer problems.
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