Astronomyé& Astrophysicsnanuscript no. GEVpaper ©ESO 2013
September 18, 2013

arxiv:1309.4293v1 [astro-ph.GA] 17 Sep 2013

The RAVE survey: the Galactic escape speed and the mass of the
Milky Way

T. Pifi’*, C. ScannapiedoJ. Binney, M. Steinmet?, R.-D. Schol2, M. E. K. Williams!, R. S. de Jon

G. Kordopatig, G. Matijevi¢!, O. Bienaymé, J. Bland-Hawthorfy C. Boeché, K. Freemaf, B. Gibsof,

G. Gilmoré, E. K. Grebef, A. HeImi'®, U. Munart, J. F. Navarré?, Q. Parket® 1415 W. A. Reid3 14,
G. Seabrok¥, F. Watso?’, R. F. G. Wysé®, and T. Zwitte#* 20

Leibniz-Institut fur Astrophysik Potsdam (AIP), An der 8itevarte 16, 14482 Potsdam, Germany

Rudolf Peierls Centre for Theoretical Physics, Keble Ré@adprd OX1 3NP, UK

Institute for Astronomy, University of Cambridge, MadirglRoad, Cambridge CB3 OHA, UK

Dept. of Astronomy and Astrophysics, Villanova UniversB@0 E Lancaster Ave, Villanova, PA 19085, USA
Observatoire astronomique de Strasbourg, Université @siSiurg, CNRS, UMR 7550, 11 rue de I'Universié, F-6700@Str
bourg, France

Sydney Institute for Astronomy, University of Sydney, Schof Physics A28, NSW 2088, Australia

Astronomisches Rechen-Institut, Zentrum fir Astrononee dniversitat Heidelberg, Mdnchhofstr. 12-14, 69120 IdHidrg,
Germany

8 Research School of Astronomy and Astrophysics, Australiational University, Cotter Rd., Weston, ACT 2611, Ausaall
Jeremiah Horrocks Institute, University of Central Lariees Preston, PR1 2HE, UK

10 Kapteyn Astronomical Institute, University of Groningéh(. Box 800, 9700 AV Groningen, The Netherlands

11 National Institute of Astrophysics INAF, Astronomical Qipgatory of Padova, 36012 Asiago, Italy

12 Senior CIfAR Fellow, University of Victoria, Victoria BC, &hada V8P 5C2

13 Department of Physics, Macquarie University, Sydney, NSMY® Australian

14 Research Centre for Astronomy, Astrophysics and Astraptios, Macquarie University, Sydney, NSW 2109 Australia
15 Australian Astronomical Observatory, PO Box 296, Eppin§W 1710, Australia

16 Mullard Space Science Laboratory, University College LamdHolmbury St Mary, Dorking, RH5 6NT, UK

17 Australian Astronomical Observatory, PO Box 915, North RyWSW 1670, Australia

18 Department of Physics & Astronomy, Johns Hopkins Univgy&altimore, MD 21218, USA

19 University of Ljubljana, Faculty of Mathematics and Physidadranska 19, Ljubljana, Slovenia

20 Center of excellence space-si, Askerceva 12, Ljubljaraesiia

a b w NP

~ o

©

~ o o

©

Received ???; Accepted ??7?

ABSTRACT

We construct new estimates on the Galactic escape speedaisv&alactocentric radii using the latest data releagbeRadial
Velocity Experiment (RAVE DR4). Compared to previous sasdive have a database larger by a factor of 10 as well as eeliabl
distance estimates for almost all stars. Our analysis ishas the statistical analysis of a rigorously selected swip90 high-
velocity halo stars from RAVE and a previously publishedadsat. We calibrate and extensively test our method usingta Gl
cosmological simulations of the formation of Milky Way-sit galaxies. Our best estimate of the local Galactic esqagrds which
we define as the minimum speed required to reach three vadil Rs40, is 537_*?@ km s (90% confidence) with an additional 5%
systematic uncertainty, wheRa, is the Galactocentric radius encompassing a mean ovetdef&§i40 times the critical density for
closure in the Universe. From the escape speed we furthedestimates of the mass of the Galaxy using a simple masgimod
with two options for the mass profile of the dark matter halo:uaaltered and an adiabatically contracted Navarro, Féewkhite
(NFW) sphere. If we fix the local circular velocity the latfgrofile yields a significantly higher mass than the uncomgidalo,
but if we instead use the statistics on halo concentratiosarpeters in large cosmological simulations as a constveéntind very
similar masses for both models. Our best estimatdvigg, the mass interior t&s40 (dark matter and baryons), is418;§ x 102 M,
(corresponding td,q0 = 1.6f8;2 x 10" M,). This estimate is in good agreement with recently pubtishdependent mass estimates
based on the kinematics of more distant halo stars and taliteagjalaxy Leo |

Key words. Galaxy: fundamental parameters — Galaxy: kinematics and dynamics — Galaxy: halo

1. Introduction Smith et al! 2007) that the Milky Way (MW) exhibits a similar

. . discrepancy between luminous and dynamical mass estimstes
In the recent years quite a large number of studies con@rniflys aiready found in the 1970's for other galaxies. A robust
the mass of our Galaxy were published. This parameter is pf 4o ,rement of this parameter is needed to place the Milly Wa
particular interest, because it provides a test for theerurrold , e cosmological framework. Furthermore, a detailedino
dark matter paradigm. There is now convincing evidence (éjge of the mass and the mass profile of the Galaxy is cruial fo
understanding and modeling the dynamic evolution of the MW

* email:til@aip.de

Article number, page 1 ¢f16


http://arxiv.org/abs/1309.4293v1

satellite galaxies (e.g. Kallivayalil etlal. (2013) for tMagel- 2. Methodology

lanic clouds) and the Local Group (van der Marel et al. 2(EPb, S :
dopany equilibrium models of stellar systems at any spatial

Generally, it can be observed, that mass estimates base X > . <
stellar kinematics yield low values 1012 M, (Smith eta. point there is a non-zero probability density of finding ar sta

2007; [ Xue et 8l 2008: Kafle etldl. 2012; Deason £t al. 201Nt up to the escape speeg.at that point, and zero probabil-
Bovy’et al.[ 2012), while methods exploitihg the kinematics %?at higher speeds. Fprexample thﬁe!agl%:?) f%”d Hernquist
satellite galaxies or statistics of large cosmologicakdaat- (+290) models have this property but King-Michie models(i

ter simulations find larger values (Wilkinson & Evans 1999196(’) do not: in the_se models the probability density fails t

Li & Whitel 2008; [Boylan-Kolchinetal.| 2011 Busha et al_Zero aia speed_that IS smgller than the escape speed. anethe
2011; Bovlan-KoI’chin etal. 2013). There are sbme exceptioﬁess’ conS|dera_t|on of equilibrium stellar r_no_dels Suggmt it
however. For example, Przybilla et al. (2010) find a rathghhi should be possible to set at least a lower limibgiaby counting

value of 17 x 10'? M, taking into account the star J1589239, fast stars in velocity space.

a hyper-velocity star approaching the MW. On the other hallTeonard & Tremaine (1990) introduced a widely used method-

Vera-Ciro et al. [(2013) estimate a most likely MW mass Yogy for analyzing the results of such _searches. They @dgm
0.8x 10 M, analyzing the Aquarius simulations (Springel €t af. at the stel_lar system could be .de.scnbed by an ergodid-dist
2008) in combination with semi-analytic models of galaxy: fo Pution function (DF)f(E) that satisfiedt — 0 ask — @, the
mation. Watkins et all (2010) report an only slightly higlhaiue local val_ue of th(_e graV|tat|or_1aI potent@l(_r). Then the density
based on the line of sight velocities of satellite galaxgee(also of stars in velocity space W'"J)Ze a functiarfv) of Sp.eedf ar}d
Sales et 21 (2007)), but when they include proper motion edfnd 10 ZEr0 a8 — vesc = (20)"'*. [Leonard & Tremaine (1990)
mates they again find a higher mass of & 102 M,. Using argued that the asymptotic behaviomgf) could be modeled as

a mixture of stars and satellite galaxies Battaglia et &)02 N() « (vesc— v)¥ 1)
2006) also favor a low mass below M. [McMillan (2011) ’

found an intermediate mass aBk 10'? M, including also con- for v < vese Wherek is a parameter.

straints from photometric data. A further complication bét Currently, the most accurate velocity measurements agedin
matter comes from the definition of the total mass of the Galagight velocitiesyios, obtained from spectroscopy via the Doppler
which is diferent for diferent authors and so a direct comparéeffect. These measurements have typically uncertaintiesaf a f
son of the quoted values has to be done with care. kms1, which is an order of magnitude smaller than the typical
In this work we attempt to estimate the mass of the MW througimcertainties on tangential velocities obtained from prapo-
measuring the escape speed at several Galactocentric hadiitions currently available| _Leonard & Tremaine (1990) adea
this we follow up on the studies by L eonard & Tremaine (19903howed that estimates from radial velocities alone areagate
Kochanek|(1996) and Smith et al. (2007) (S07, hereafterg Ths estimates that use proper motions as well (Fich & Tremaine
latter work made use of an early version of the Radial Vejocifl991). The measured velocitigss have to be corrected for the
Experiment (RAVE; Steinmetz etlal. (2006)), a massive spectsolar motion to enter a Galactocentric rest frame. These cor
scopic stellar survey that has finished its observationaselin rected velocities we denote wit

April 2013 and the almost complete set of data will soon be pubollowing|Leonard & Tremaine (1990) we can infer the distri-
licly available in the fourth data release (Kordopatis ePal 3). bution ofy; by integrating over all perpendicular directions:

This tremendous data set forms the foundation of our study.

The escape speed measures the depth of the potential wiedl Of"ﬂ(vu Ir,K) o fdv n(v | r,K)o(y — v - M)

Milky Way and therefore contains information about the mass

distribution exterior to the radius for which it is estimatelt o< (vesdr) — Iy (2
thus constitutes a local measurement connected to the uery o | ) .

skirts of our Galaxy. In the absence of dark matter and a pur@9ain forly| < veso Heres denotes the Dirac delta function and

Newtonian gravity law we would expect a local escape speBlrepresents a unit vector along the line of sight.

of V2Visr = 311 kms?, assuming the local standard of restThe conceptual underpinning of Eq. 1 is very weak for four rea

Visr to be 220 kms! and neglecting the small fraction of visi->ONS"
ble mass outside the solar circle (Fich & Tremaine 1991). How— As we have already mentioned, there is an important counter-
ever, the estimates in the literature are much larger then th example to the proposition thafv) first vanishes at = veso
value, starting with a minimum value of 400 kmmtAlexander  — All theories of galaxy formation, including the standard
1982) to the currently most precise measuremerit by SO7 who ACDM paradigm, predict that the velocity distribution be-
find [498,608] km s! as 90% confidence range. comes radially biased at high speed, so in the context of an
The paper is structured as follows: in Secfidon 2 we introdbee  equilibrium model there must be significant dependence of
basic principles of our analysis. Then we go on (Sedilon 3) to the DF on the total angular momentuhin addition toE.
describe how we use cosmological simulations to obtain@ pri — As|Spitzer & Thuan|(1972) pointed out, in any stellar sys-
for our maximum likelihood analysis and thereby calibrate o tem, asE — 0 the periods of orbits diverge. Consequently
method. After presenting our data and the selection prdoess the marginally-bound part of phase space cannot be expected
Section# we obtain estimates on the Galactic escape speed irto be phase mixed. Specifically, stars that are accelerated
Section[b. The results are extensively discussed in Selétion to speeds just short ofsc by fluctuations in® in the inner
and mass estimates for our Galaxy are obtained and compared t system take arbitrarily long times to travel to apocentet an
previous measurements. Finally, we conclude and summiarize return to radii where we may hope to study them. Hence dif-
SectiorY. ferent mechanisms populate the outgoing and incoming parts
of phase space at speads ve.sg While the parts are popu-
lated by cosmic accretion (Abadi et al. 2009; Teyssier et al.
2009; Pifl et al.. 2011), the outgoing part in addition is pop-
ulated by slingshot processes (e.g. Hills 1988) and violent
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Table 1. Virial radii, masses and velocities after re-scaling tha-si ap important aspect of the Scannapieco etlal. (2009) saraple i
ulations to have a circular speed of 220 krhst the solar radius that the eight simulated galaxies have a broad variety ogarer

Ro = 8.28 kpc. and accretion histories, providing a more or less reprasigat
= = . sample of Milky Way-mass galaxies formed in ACDM
Simulation  Raao M0340 V3401 scaling factor  niverse [(Scannapieco ef Al. 2011). Our set of simulatiens i
(kpo) (10°Mo) (kms™) thus useful for the present study, since it gives us infoionat
A 154 ” 147 1.20 on the evolution of various galaxies, including all the reszey
B 179 120 170 0.82 cosmological processes acting during the formation ofxdesa
C 157 81 149 1.22 and at a relatively high resolution.
D 176 116 168 1.05 Also, we note that the same code has been successfully dpplie
E 155 79 148 1.07 to the study of dwarf galaxie5 (Sawala et al. 2011, 2012pqusi
F 166 96 158 0.94 the same set of input parameters, proving that the code és abl
G 165 94 157 0.88 to reproduce the formation of galaxies offérent masses in a
H 143 62 137 1.02 consistent way. Taking into account that the outer steldo bf

massive galaxies form from smaller accreted galaxies, dbe f
)g_hat we do not need to fine-tune the cod@atently for diferent

pect the distribution of stars in this portion of phase Spacemasses proves once more the reliability of the simulatiateco

conform to Jeans theorem, even approximately. YefEq. ]j? d its results.

founded not just on Jeans theorem but a very special form allow a better comparison to the Milky Way we re-scale
it the simulations to have a circular speed at the solar radius,

— Counts of stars in the Sloan Digital Sky Survey (SDSS) ha | - .8'2t8 kp(f: (Gillsssgn etal. 2009), of 220 krtsby the
most beautifully demonstrated that the spatial distrdoutf ollowing transtormation:

relaxation in the inner galaxy. It follows that we cannot e

high-energy stars is very non-smooth. The origin of theser’ = r;/f, vi = vi/f,

fluctuations in stellar density is widely acknowledged to bayy = m/f3, @ = @;/f2 ©)

the impact of cosmic accretion, which ensures that at high . .
energies the DF does not satisfy Jeans theorem. with m and®; are the mass and the gravitational potential en-

ergy of theith star particle in the simulations. The resulting virial
From this discussion it should be clear that to obtain a cregrassesMs.dl, radii, Rsa0, and velocities Va0 as well as the
ible relationship between the density of fast stars andwe scaling factors are given in Tadlé 1. These transformatitins
must engage with the processes that place stars in the rallygimot alter the simulation results as they preserve the naieri
bound part of phase space. Fortunately sophisticatedaiimné value of the gravitational consta@ governing the stellar mo-
of galaxy formation in a cosmological context do just that. Itions and also the mass density figl@) that governs the gas
principle one counts the number of star-particles as afomaf motions as well as the numerical star formation recipe. Grdy
speed at specific locations in a simulation that includesagas supernova feedback recipe is not scaling in the same way, but
star formation in addition to dark matter. Then one fits the obince our scaling factor are close to unity this is not a major
served counts of high-speed stars to the model counts, dhidin concern.
way discovers the mass, virial velocity, etc of the modeaggl Since the galaxies in the simulations are not isolated syste
that provides the best fit to the observational data. we have to define a limiting distance above which we consider a
particle to have escaped its host system. We set this destanc
3Rs40 and set the potential to zero at this radius. With this defi-
nition we obtain local escape speeds at 8.28 kpc from theecent
In this study we make use of the simulations bpetween 475 and 550 km's  Figure[l shows the velocity-
Scannapieco et all_(2009). This suite of 8 simulations corspace density of star particles as a functiongQf— v, and we
prise re-simulations of the extensively studied Aquariatot see that, remarkably, at the highest speeds these plotsahave
(Springel et all_2008) including gas particles using a medifi reasonably straight section, justlas Leonard & Tremain8)L9
version of the Gadget-3 code including star formation, supédaypothesized. The slopes of these rectilinear sectionisesca
nova feedback, metal-line cooling and the chemical evatuti aroundk = 3 as we will see later.
of the inter-stellar medium. The initial conditions for teight We also considered the functional form proposed by S07 r th
simulations were randomly selected from a dark matter onhglocity DF, that is(v) o (vZ.— v?)¥. Figure2 tests this DF with
simulation of a much larger volume. The only selection cidte the simulation data. The curvature implies that this DF duxs
were a final halo mass similar to what is measured for the magpresent the simulation data as good as the formula prdpose
of the Milky Way and no other massive galaxy in the vicinity oby/Leonard & Tremaine (1990).
the halo at redshift zero. We adopt the naming convention fleigure[1 suggests the following approach to the estimatfon o
the simulation runs (A — H) from Scannapieco €tlal. (2009 These We adopt the likelihood function
initial conditions of simulation C were also used in the Agui kil
comparison project (Scannapieco étlal. 2012). The galaxigg,) = — (Vesc— luyl)
have virial masses betweerv0- 1.6 x 10*°M,, and span a large fv Ao (Vesc— |uyl)*+?
range of morphologies, from galaxies with a significant disk e .
component (e.g. simulations C and G) to pure elliptical gjak and determlne_the IlkeI!hood of our catalog of stars _that_ehav
(simulation F). The mass resolution 22 — Q56 x 10° M. ¢ > Umin for various choices of.sc andk, then we marginalize
For a detailed description of the simulations we refer thiglee 1 toughout this work we use a Hubble constapt =

tolScannapieco etal. (2009, 2010, 2011). Details regatti®lg 73 km s Mpc and define the virial radius to contain a mean matter
simulation code can be foundlin Scannapieco el al. (200%)20@ensity 34, wherep.ii = 3H2/87G is the critical energy density

and also in_Springel (2005). for a closed universe.

2.1. Stellar velocities in cosmological simulations

(4)
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Table 2. Structural parameters of the baryonic components of our

. ' ' Galaxy model
|— A — D — G |
— B — E H disk

|— C — F  — modelDF i scale lengthry 4  Kkpc
scale heighty 0.3 kpc
massMq 5x 10 M,
bulge and stellar halo
scale radiusy, 0.6 kpc
massMy 15x10° M,

the likelihood over the nuisance parameteand determine the
true value ofvesc @s the speed that maximizes the marginalized
likelihood.

log PDF(vH)

2.2. Non-local modeling

Leonard & Tremaine (1990) (and in a similar form also |S07)
used Egq[R and the maximum likelihood method to obtain con-
straints orwesc andk in the solar neighborhood. This rests on
the assumption that the stars of which the velocities ard ase
confined to a volume that is small compared to the size of the
Galaxy and thus thatscis approximately constant in this vol-
ume.
In this study we go a step further and take into account thie ind
vidual positions of the stars. We do this in two slightlyfdient
ways: (1) one can sort the data into Galactocentric rad&! di
C . , , T tance bins and analyze these independently. (2) Alterigtail
10-1 100 velocities in the sample are re-scaled to the escape spdiee at
Sun’s position,

1—o [Vesc

Fig. 1. Normalized velocity distributions of the stellar halo ptgtion — (Uesc(ro)) _— H‘D(ro)l (5)
|,i - Al - N |CD(I‘,)|’

in our 8 simulations plotted as a function of-ly;/vesc Only counter- vesdri)

rotating particles that have Galactocentric distancégtween 4 and

12 kpc are considered to select for halo particles (see®g8il) and to wherer is the position vector of the Sun. For the gravitational
match the volume observed by the RAVE survey. To allow acoispa  potential, ®(r), model assumptions have to be made.This ap-
each velocity was divided by the escape speed at the p&tdsition. proach makes use of the full capabilities of the maximuniilike
Different colors indicate fierent simulations and for each simulatiorhood method to deal with un-binned data and thereby expieit t
the y distribution is shown for four dierent observer positions. Thefu" information available

up-most bundle of curves shows the mean of these four MWB for We will compare the tWo approaches using the same mass
each simulation plotted on top of each other to allow a cormepar The e vr P ‘ pp_7 . g -

profiles are shifted vertically in the plot for better vidity. The gray model: a Miyamoto & !\laga\ (1975) disk and a Hernguist (1990)
lines illustrate EGR with power-law indéx= 3. bulge for the baryonic components and for the dark matter
halo an original or an adiabatically contracted NFW profile
(Navarro et al. 1996; Mo et 2l. 1998). As structural paramsete
of the disk and the bulge we use common values that were also
used by SO7 and Xue et/al. (2008) and are given in Tdble 2. The
NFW profile has, apart from its virial madds,, the (initial)
concentration parameters a free parameter. In most cases and
if not stated diferently we fixc by requiring the circular speed,
veire, t0 be 220 kmd! at the solar radiu&, after the contrac-
tion of the halo. As a result our simple model has only one free
parameter, namelylz4o.

~

log PDF (vr)

L L L L L L L P
10~1 109

1 — (vr [Vesc )? To learn more about the general reliability of our analysiats

egy we created random velocity samples drawn from a distribu

Fig. 2. Same as the upper bundle of lines in Figlre 1 but plotteibn according to Ed.]2 withesc = 550 kms* andk = 4.3. For
as a function of - v?/v%,. If the data would follow the velocity DF each sample we computed the maximum likelihood values for
proposed by S07 (gray line) the data should form a straigktiti this ;.. andk. Figure[3 shows the resulting parameter distributions
representation. for three diferent sample sizes: 30, 100 and 1000 stars. 5000
samples were created for each value. One immediately recog-
nizes a strong degeneracy betweggandk and that the method

2.3. General behavior of the method
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|
|
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l
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Vesc [krn Sil] Umin [km Sil]

Fig. 3. Maximum likelihood parameter pairs computed from mockig. 4. Median values of the likelihood distributions of the povier+
velocity samples of dierent size. The dotted lines denote the inpuhdexk as a function of the applied threshold veloaify,.
parameters of the underlying velocity distribution. Thetowr lines

denote positions where the number density fell to 0.9, 0d5&ad5 times . :
the maximum value. shape of an isotropic Plummer (1911) sphere the threshold co

be set to zero, because for this model our approximatediteloc
distribution function would be exact. However, for otherie
tends to find parameter pairs with a too low escape speed. Thé®d to choose a higher value to avoid regions where our &ppro
behavior is easy to understand if one considers the asyniemethation breaks down. Again, we use the simulations to select
shape of the velocity distribution. The position of the nmaim  appropriate value.
likelihood pair strongly depends on the highest velocitgliea  First we have to select a population of halo star particles. |
sample — if the highest velocity is relatively low the metival  many numerical studies the separation of the particlesdisto
favor a too low escape speed. This demonstrates the needgied bulgghalo populations is done using a circularity param-
additional knowledge about the power-indexas was already eter which is defined as the ratio between the particle’'s an-
noticed by SO7. gular momentum in the-directiofl and the angular momen-
tum of a circular orbit either at the particle’s current piosi
) ) ) ) (Scannapieco et al. 2009, 2011) or at the particle’s orlgital
3. Constraints for  k from cosmological simulations ergy (Abadi et al. 2003). A threshold value is then definecoihi
Sgivides disk and bulgbkalo particles. We opt for the very con-
&grvative value of 0 knTd kpc which means that we only take
founter-rotating particles. This choice allows us to docdya
he same selection as we will do later with the real obsesuati
data for which we have to use a very conservative value becaus
of the larger uncertainties in the proper motion measurésnen
-or similar reasons we also keep only particles in our sample
hat have Galactocentric distances between 4 and 12 kpdwhic

reach all the way up to the escape speed, but more importaﬁ@?in reflects the range of values in the real data and fuetier
from the simulated stellar kinematics they derived priors oﬁenets Eﬁ;}’l‘;e @Ziﬂih%ag;ggi glgpg:ggog)sg;se?t;lr%?nctigpo
the power-law indeXx. This was fundamental for their study - ' . .
on account of the strong degeneracy betwleamd the escape Galactic center to be 8.28 kpc and choose an azimuthal positi

speed shown in Figufé 3 because their data themselves wuere‘pﬁdgmd compute the radial velocity; for each particle in the

enough to break this degeneracy. As we will show later, desprenPle. Because we know the exact potential endgyf each
our larger data set we still face the same problem. HowevgiamcIe and therefore their local escape speeglwe can easily

with the advanced numerical simulations available todagare compute the likelihood distribution &fin each simulation using
do a much more detailed analysis different velocity thresholds using the likelihood estimator

Lotk vmin) = | | Lwy). (6)

3.1. The velocity threshold We do this for 4 diferent azimuthal positions separated from
each other by 90 The positions were chosen such that the
inclination angle w.r.t. a possible bar is°45The correspond-
ing samples are analyzed individually and also combinedeNo
that these samples are practically statistically indepahdven
ough a particle could enter two or more samples. However,

Almost all of the recent estimates of the Milky Way ma
made use of cosmological simulations (e.g. Smith et al. 120
Xue et all 2008; Busha etlal. 2011; Boylan-Kolchin et al. 201
In particular, those estimates which rely on stellar kingosa
(Smith et all. 2007; Xue et al. 2008) make use of the realifica
complex stellar velocity distributions provided by nunceti

experiments. In this study we also follow this approach.| S
used simulations to show that the velocity distributiondeiad

The approximation for the velocity DF (Hd. 1) is clearly natid
for all velocities. We have to define a lower limit fipj| above
which the approximation is still justified._ S07 had to useghhi
threshold value for their radial velocities of 300 km shecause

the threshold had an additional purpose, namely to select Qcause we only consider the line-of-sight component oféhe

stars from the non-rotating halo component. If one can iflent, " - . : e
these stars by other means the velocity threshold can beédweloc't'es’ only in the unlikely case that a particle is lochéxactly

significantly. This adds more stars to the sample and therebyrhe coordinate system is defined such that the disk rotatésein
puts our analysis on a broader basis. If the stellar halo had & - y-plane.
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Fig. 5. Recovered posterior probability distributions g, using the Fig. 6.  Probability distributions for the local escape speed forsi
optimizedk-interval [2.3,3.7]. Each color corresponds to a individudation data with realistic observational errors attactethem and se-
simulation and for each simulation we chose four azimutlositipns lected using an approximated RAVE survey geometry. No gyastie
of the Sun. trends are apparent even though now we have only a half-skylea

on the line-of-sight between two observer positions it wiagain  Of values. Thus in the analysis of the real data we will have to
an incorrect double weight in the combined statistical gsial ~ consider this whole range, but it is notimmediately cleaw ho
Figure[3 plots the median values of the likelihood distiibus ~ fix the extent of the range. To robustly identify a gdeuhterval

as a function of the threshold velocity. We see a trend of ike computed the likelihood distribution in thed.—k) plane for
creasingk for vmin < 150 kms? and roughly random behavioréach simulation and then applied varying flat pridegi{, kmax|
above. For low values afyi, simulation G does not follow the 0 it. As a result we obtain posterior PDg(vesd for the es-
general trend. This simulation is the only one in the santmie t cape speed for each simulatianWe define the interval fdkin
has a dominating bar in its center (Scannapieco & Athandgsowhich the escape speed is most accurately recovered imalt si
2012) which could contain counter-rotating stars. Befdris t lations. We measure this by minimizing the scatter of theiared
background a likely explanation for its peculiar behaviottiat Vvalues of the resulting distributions while not introdug# bias
with a low velocity threshold bar particles start entering sam- to the values. We find very similar intervals for both thrdsho
ple and thereby alter the velocity distribution. velocities and adopt the interval

Simulation E exhibits a dip arounghi, ~ 300 kms?®. A spa-

tially dispersed stellar stream of significant mass is celt;mtz'3< k<37. (7

orbiting the galaxy and is entering the sample for one of the,asquringly, this is very close to the lower part of therirge
observer positions. This is also clearly visible in Figlt@sl {404 by S07 (2.7-4.7) Using afftirent set of simulations. The
a bump in one of the velocity distributions between 0.2 ad Ogcatter of the median values of the distributions is smafian
Furthermore, this galaxy has a rapidly rotating spheradai- 3 5o, ofy...(10) for both velocity thresholds. Note, that because
ponent (Sca_nnapmco et al. 2009). ) of the large numbers of particles in our samples’(2@0%) the
The galaxy in Simulation C has a satellite galaxy very cloge iy giematic fisets of the peaks of the likelihood distributions are
We exclude all star particle in a sphere of 3 kpc around tH-5aj ger than the statistical uncertainties representedéyvidth

lite center from our analysis, but there will still be paiegenter- ¢ the distributions (e.g. for simulation H in the upper paoie

ing our samples which originate from this companion and WhiqfigurdB). This will not be the case for the real data whergsam
do not follow the general velocity DF. sizes are much smaller.

All three cases are unlikely to apply for our Milky Way. Our

galaxy hosts a much shorter bar and up to now no signa-

tures of a massive stellar stream were found in the RAVE da&d.2. Realistic tests
(Seabroke et al. 2008; Williams et al. 2011; Antoja et al.2)01
However, it is very interesting to see how our method perfor

in these rather extreme cases. ; : . : .
. bution of lines of sight. To do this we attached random Gaumssi

o 1
We adopt a threshold velocityn = 200 km's® and 300 km ', rors on the parallaxes (distantg radial velocities and the

, 1
Both are far enough from the regime where we see systemat| : : i o
evolution in thek values mn < 150 kms?). For the iatter %e% proper motions with standard deviations of 30%, 3 kin's

we can drop the criteria for the particles to be countert and 2 mas, respectively. We computed the angular positibns o

because we can expect the contamination by disk stars taghe 5 ch particle (for a given observer position) and selectéd o

- 2 those particles which fell into the approximate survey getsyn
7 m m
Is'?z'gle (S07) and thus partly compensate for the reducecpiz of the RAVE survey. The latter we define by declinatiba 0°

and galactic latitudéb| > 15°. Figure[® plots the resulting like-
lihood distributions forwesc for all simulations and our two ve-
3.1.1. An optimal prior for k locity thresholds. The widths of the distributions and thatser

of the median values have increased, partly also because of t
From Figurd# it seems clear that th&eient simulated galaxiessmaller sample sizes, but no strong bias is detectable. Bhe m
do not share exactly the sarkgbut cover a considerable rangalian of the medians of the probability distributions is 98f6 a

nQne important test for our method is whether it still yields-c
rect results if we have imperfect data and a non-isotrofsitrieli
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ing the 6dF multi-object spectrograph on the 1.2-m UK Schmid
Telescope at the Siding Springs Observatory (AustralisjeA-
eral description of the project can be found in the data selga-
| pers: Steinmetz et al. (2006); Zwitter et al. (2008); Siebeal.
(2011); Kordopatis et all (2013). The spectra are measured i
the Cau triplet region with a resolution oR = 7000. In or-
der to provide an unbiased velocity sample the survey sefect
function was kept as simple as possible: it is magnitudetdichi
(9 < I < 12) and has a weak color-cut 8t Ks > 0.5 for stars
near the Galactic disk and the Bulge.
In addition to the very precise line-of-sight velocitiegs, sev-
° coniracted NFW @  contracted NFW - real ve. eral other stellar properties could be derived from the spec
0 - O NPW R e tra. The astrophysical parameter$eetive temperaturdes,
' A B C D E F G H surface gravity logg and metallicity [MH] were multiply es-
Simulation timated using dferent analysis techniques (Zwitter et/al. 2008;
Siebert etal.. 2011} Kordopatis et al. 2013). _ Breddelslet al.
Fig. 7. Ratios of the estimated and real virial masses in the 8 sim{2010), | Zwitter et al. [(2010), _Burnett et al. (2011) (seeoals
lations. For each simulation four mass estimates are pldttsed on [Binney et al. [(2013)) independently used these estimatdg-to
four azimuthal positions of the Sun in the galaxy. The symiwith rjye spectro-photometric distances for a large fractichefstars
error-bars represent the estimates based on the mediaitiesiof the i, the survey, Matijevi et al. (2012) performed a morphological
?&ft\:\;gréﬁmotnhsel?e'z:allgeusrg})’evggfe?svglsaﬁls( esg/r:sbglns Iigﬂ‘;" Mesmates  ¢|assification of the spectra and in this way identify biaarnd
' other peculiar stars. Finally Boeche et al. (2011) develape
pipeline to derive individual chemical abundances fromnsthec-

101% ofvesc for vmin = 200 and 300 km'g, respectively. The tra. o .
scatter has increased to 5%. We will adopt the this value as diie DR4 contains information about nearly 500 000 spectra of

systematic uncertainty. From this we conclude that our odethmore than 420000 individual stars. The target catalog wes al
yields a non-negligible systematic scatter, but not a biathé cross-matched with other databases to be augmented with ad-

estimated escape speed. ditional information like apparent magnitudes and proper m

We can go a step further and try to recover the masses of He#s. For this study we adopted the distances provided by
simulated galaxies using the escape speed estimates. hisddBinney etal. (2018 and the proper motions from the UCAC4
we use the original mass profile of the baryonic components@ttalogi(Zacharias etlal. 2013).
the galaxies to model our knowledge about the visual parts of
the Galaxy and impose an analytic expression for the dark mat, Sample selection
ter halo. As we will do for the real analysis we try two models:
an unaltered and an adiabatically contracted NFW sphere. TWee wealth of information in the RAVE survey presents anlidea
adjust the halo parameters, the virial md&so and the concen- foundation for our study. Compared to S07 the amount of avail
trationc, to match both boundary conditions, the circular spe@dle spectra has grown by a factor of 10 and at that time there
and the escape speed at the solar radius. Figure 7 plotdithe ravere only velocities derived from the spectra. The number of
of the estimate masses and the real virial masses taken firmmftigh-velocity stars has unfortunately not increased bystiree
simulations directly. The adiabatically contracted hatoawer- factor, which is most likely due to the fact that RAVE concen-
age over-estimates the virial mass by 25%, while the pure NRvdted more on lower Galactic latitudes where the relatiuena
halo systematically understates the mass by about 15%.ofor ilance of halo stars — which can have these high velocities — is
halo models we find examples which obtain a very good matgtich lower.
with the real mass (e.g. simulation B for the contracted hald We use only high-quality observations by selecting onlyssta
simulation H for the pure NFW halo). However, the cases whewngich fulfill the following criteria:
the contracted halo yields better results coincide witlsétases . , , .
where the escape speed was underestimated. The colored sy_mt-r.“.a stars mqst b? CI?SS'f'ed as ‘normal’ according to the clas
bols in Figuré 7 mark the mass estimates obtained using the ex sification by Matijeve et al. (2012),
act escape speed computed from the gravitational potémtta¢  — e Tonry-Davis correlation cdiécient computed by the
simulation directly. This reveals that the mass estimates the RAVE pipeline measuring the quality of the spectral fit
two halo models fectively bracket the real mass as expected. (Steinmetz et al. 2006) must be larger than 10,

Note, that we also recover the masses of the three simugation 1€ radial velocity correction due to calibration issues (c
C, E and G that show peculiarities in their velocity disttibas. Steinmetz et al. 2006) must be smaller than 10 Kin's

Only for simulation E we completely fail to recover the masis f — the signal-to-noise ratio (S_) must be '@fgef than 25,

one azimuthal position of the observer. In this case theee is~ € _Stars must have a distance estimatel_by Binney et al.

prominent stellar stream moving in the line of sight direnti (2013), . .
— the star must not be associated with a stellar cluster.
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4. Data The first requirement ensures that the star’s spectrum carelbbe
’ fitted with a synthetic spectral library and excludes, amathgr
4.1. The RAVE survey things, spectral binaries. The last criterion removes miqéar

The major observational data for this study comes from tH(]ee giant star (RAVE-ID J101742.6-462715) from the globula

fourth data release (DR4) of Radial Velocity Experiment we actually use the parallax estimates, as these are manstrab-
(RAVE), a massive spectroscopic stellar survey conducted @ording td Binney et all (2013).
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cluster NGC 3201 that would have otherwise entered our higgample size would not significantly increase using a metgli
velocity samples. Stars in gravitationally self-boundistures criterion instead of a kinematic one.

like globular clusters, are clearly not covered by our sroolt is worth mentioning, that the star with the highest
approximation of the velocity distribution of the stellaalb. v, = -4488 kms?! in the sample used by S07 (RAVE-
We further excluded two stars (RAVE-IDs J175802.0-46235%D: J151919.7-191359) did not enter our samples, because it
and J142103.5-374549) because of their peculiar locatitined was classified to have problems with the continuum fitting by
physical Hertzsprung-Russell diagram (green symbols g3 FiMatijeviC et al. (2012). | S07 showed via re-observations that
ure[1@. the velocity measurement is reliable, however, the standid

In some cases RAVE observed the same target multiple timesget a distance estimate fram Binney et al. (2013). Zwittexlet
this case we adopt the measurements with the highbkteX- (2010) estimate a distance of 9.4 kpc which, due to its amgula
cept for the line-of-sight velocitiesy,s, where we use the meanposition (,b) = (3446°,31.4°), would place the star behind
value. The median/8l of the high-velocity stars used in the lateand above the Galactic center. The star thus clearly violate

analysis is 56. the assumption by S07 to deal with a locally confined stellar
We then convert the precisely measutgd into the Galactic sample and potentially leads to an over-estimate of thepesca
rest-frame using the following formula: speed. For the sake of a homogeneous data set we ignored

) . the alternative distance estimate by Zwitter etal. (201@) a
upi = viosi + (Uo €0Sli + (Vo + Vi sR) sinl;) cosh; + W, sinbi, (8)  giscarded the star.

We define the local standard of re¥tgg, to be 220 km3! and Flgure[B dep|ch the _velocmeuﬁ of all RAVE_ stars as a

for the peculiar motion of the Sun we adopt the values given Bjnction of Galactic longitudéand the two velocity thresholds
Schénrich et 8l (2010)U, = 111 kms™, V,, = 1224 kms?t  vmin = 200 and 300 km3s. By selecting for a counter-rotating
andW, = 7.25 kms?. (halo) population (blue dots) we automatically select agfai
For later use we construct a halo sample. We compute the rdfg 9eneral sinusoidal trend of the RAVE stars in this diagra
tional velocities,u,, of all stars in a Galactocentric cylindrical-igureld illustrates the spatial distribution of our higélacity
polar coordinate system using the line-of-sight velositiroper S@mple. As aresult of RAVE avoiding the low Galactic latisd
motions, distances and the angular coordinates of the stars Stars with small Galactocentric radii are high above theaGiid

the distance between the Sun and the Galactic center we Rlé&@e. Furthermore, because RAVE is a southern hemisphere
the valueR, = 8.28 kpc [Gillessen et 4l. 2009). We performedUrvey, the stars in the catalog are not symmetricallyidisted

a full uncertainty propagation using the Monte-Carlo téghe @round the Sun.  The stars in our high-velocity sample are
with 2000 re-samplings per star to obtain the uncertaiities. mostly giant stars with a metallicity distribution centerat

As already done for the simulations we discard all stars withl-25 dex as can be seen in Figlre 10.

positivev, and also those for which the upper end of the 95%

confidence interval of, reaches above 100 km'sto obtain a 4.3, Including other literature data

pure stellar halo sample. This is important because a congam

tion of stars from the rapidly rotating disk component(sido To increase our sample sizes we also consider other publicly
invalidate our assumptions made in Secfibn 2. Note, that oslvailable and kinematically unbiased data sets. We useathe s
for this step we make use of proper motions. ple of metal-poor dwarf stars collected by Beers éetlal. (2000
We use the measurements from the UCAC4 catalB00 hereafter). The authors also provide the full 6D phase
(Zacharias et al. 2013) and we avoid entries that are flagggfice information including photometric parallaxes. Weaipd

as (projected) double star in UCAC4 itself or in one of ththe proper motions by cross-matching with the UCAC4 catalog
additional source catalogs that are used for the properomot(Zacharias et al. 2013). We found new values for 2011 stars us
estimate. In such cases we perform the Monte-Carlo analyisig the closest counterparts within a search radius of Searcs
with a flat distribution of proper motions between -50 anbor ten stars we found two sources in the UCAC4 catalog closer
50 masyr!, both in Right Ascensiony and declinations. than 5 arcsec and hence discarded these stars. There vibes fur
In principle, we could also use a metallicity criterion tdes 5 cases where two stars in the BOO catalog have the sametcloses
halo stars. There are several reasons why we did not opt fg@ighbor in the UCAC4 catalog. All these 10 stars were dis-
this. First, we want to be able to reproduce our selectiohén tcarded as well. Finally, we kept only those stars with uraie+t
simulations. Unfortunately, the simulated galaxies atecal ties in the line-of-sight velocity measurement below 15 kfn's
metal-poor compared to the Milky Way (Tissera etlal. 201d)here is a small overlap of 123 stars with RAVE, 68 of which
and are thus not very reliable in this aspect. This is pdeity have got a parallax estimates, by Binney et al.|[(2013) with
important in the context of the findings by Schuster et ar(w) < @. By chance two of these stars entered our high-
(2012) who identified correlations between kinematics anélocity samples. This, on the first glance, very unlikelgmes
metal abundances in the stellar halo that might be relatednet so surprising if we consider our selection for halo sttrs
different origins of the stars (in-situ formation or accretionytrong bias towards metal-poor halo stars of the BOO cataiolg
Note, however, that despite the unrealistic metal aburetanthe significant completeness of the RAVE survey0% in the

the formation of the stellar halo is modeled realisticafiythe brighter magnitude bins (Kordopatis etlal. 2013).

simulations including all aspects of accretion and in-sitar In order to compare the two distance estimates we convert all
formation. In the simulated velocity distributions (Figul) distancesd, into distance moduli = 5log(d/10 pc), because
we do not detect any characteristic features that wouldtatdi both estimates are based on photometry, so the error ditstrib
that the duality of the stellar halo as found by Schusterlet ahould be approximatélysymmetric in this quantity. We find
(2012) is relevant for our study. Second, we would have ta
apply a very conservative metallicity threshold in ordeavoid ° Note, that Binney et all (20/13) actually showed that the RAMEaI-

contamination by metal-poor disk stars. Because of this dax uncertainty distribution is close to normal. Howevéngcs both, the
RAVE and the BOO distances, are based on the apparent mdgsitdi

4 Including these stars does not significantfieat our results. the stars. Comparing the distance moduli seems to be ttex lobtiice,
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Fig. 8. Rescaled radial velocities;, of our high-velocity samples ;1_0 L
plotted against their Galactic longitudés;The dashed horizontal lines %08
mark our threshold velocities;200 and+300 km s*. Blue and orange T

symbols represent RAVE stars and B0O0 stars, respectivepen@ir- 0.6 |-
cles mark stars that hae| > 300 km s*, while filled circles represent £0.4 |-

stars that havgy| > 200 kms* and a classified as halo stars. Col 20_2 L
ored dots show all stars which we identify as halo starswkch are A . | i
on counter-rotating orbits. The small gray dots illustridie complete 0'9340 95 -20 —15 —10 -05 0.0 0.5
RAVE mother sample. [M/H]

Fig. 10. Upper pand: Distribution of our high-velocity stars as
defined in Figurél8 in a physical Hertzsprung-Russell diagfaym-
bols with blue error-bars). For comparison the distributd all RAVE
stars (gray dots) and an isochrone of a stellar populatitim avi age of
10 Gyr and a metallicity of-1 dex (red line) is also shown. The two
green symbols represent two stars that were excluded frersaimples
because of the their peculiar locations in this diagrdrower panel:
Metallicity distribution of our high-velocity sample (kBuhistogram).
The black histogram shows the metallicity distributionRHVE stars.

e Bt 1y
—-10 -8 —6 —4 -2
 [kpc]

The data set with the currently most accurately estimated

6D phase space coordinates is the Geneva-Copenhagen sur-

Fig. 9. Locations of the stars in our high-velocity sample in Bie- ([ lordstré - . .
plane (left panel) and the-y-plane (right panel) as defined in Figlie 8.Vey L—me) providing Hipparcos distanaes a

Blue and orange symbols represent RAVE starsand B0O sespec PTOPET motic_)ns as We_II as pr_ecise radial velocity measunésne
tively. The error bars show 68% confidence regiond¢). Grey dots However, this survey is confined to a very small volu_me around
show the full RAVE catalog and the position of the Sun is mdrkg a  the Sun and therefore even stronger dominated by disk siams t
white '@’. The dashed lines in both panels mark locations of constalite RAVE survey. We find only 2 counter-rotating stars in this
Galactocentric radiuB = 2 + Y. sample withiy| > 200 kms?® as well as two (co-rotating) stars
. 1 .
with |yy| > 300 kms*. For the sake of homogeneity of our sam-
ple we neglect these measurements.

thatogeersShould be about 1.3 mag for the weighteffeliences
EFi%urelIL upper panel) to have a standard deviation ofunit
quote an uncertainty of 20% on their photometric paxall®. Results
estimates, while our estimate corresponds to roughly 60%. . )
adopt our more conservative value and emphasize that tdeun\él'l' Comparison to Smith et al. (2007)

tainty is only used during the selection of counter-rogtialo  As a first check we do an exact repetition of the analysis agpli
stars. ] o by[S0O7 to see whether we get a consistent result. This is inter
We further find a systematic shift by a factiak: = 1.5 (6u = 0.9  esting because strong deviations could point to possilalsesi
mag) between the two distance estimates, in the sense thafjifthe data due to, e.g., the slightly increased survey fimtp
distances are greater. Since more information was faken of the sky. RAVE contains 76 stars fulfilling the criteria, iai
accountto derive the RAVE distances we consider them merejean increase by a factor 5 (3 if we take the 19 stars from the
liable. In order to have consistent distances we decreBBO@I catalog into account). The median values of the distribu-

dist:lsmc_:es byfd‘islt and use these calibrated values in our furthgbns are &ectively the same (537 kmsinstead of 544 km'g)
analysis.

6 Due to the dfferent values of the solar peculiar motibg we have
even though the uncertainties are not driven by the unogigaiin the one more star than_S07 from this catalog Wit > 300 kms'. A
photometry. further difference is our velocity uncertainty criterion.
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Fig. 11. Upper panel: Distribution of the dfferences of the distanceFig. 12.  Likelihood distributions of parameter paivss, k (lower
modulus estimateg, by/BO0O and Binney et al. (2013), divided by theimpanel). The positions of the maximum likelihood pairs arekad with
combined uncertainty for a RAVE-B0O0 overlap sample of 68ssté/ith  the symbols 'x’ for the V200 samples and’'for the V300 samples.
oeeers= 1.3 mag we find a spread ofrlin the distribution with the me- Contour lines mark the locations where the likelihood dexbpo 10%
dian shifted by G6o- ~ 0.9 mag. The grey curve shows a shifted normand 1% of the maximum value. The upper panel shows the liketih
distribution. The two red data points mark 2 stars which vatse en- distributions marginalized over the most likédyinterval [2.3,3.7]
tering our high-velocity sampled.ower panel: Direct comparison of
the two distance estimates with-1o- error bars. The solid grey line
represents equality, while the dashed-dotted line markslity after threshold of 200 km$, but stars are pre-selected, in analogy
reducing the BOO distances by a factor of 1.5. to the simulation analysis, considering only stars classifis
'halo’ (Section4.2). This sample we call V200 and it congain
L i i .83 stars (69 RAVE stars). Most of the stars are located closer
and the uncertainties resulting from the 90% confidence-intg,e Galactic center than the Sun and thus the correctioniynost
val ([504,574]) are reduced by a facto6Q0.7) for the upper |eaqs to decreased velocity values. In both samples about 7%
(lower) margin, respectively. If we assume that the preais$ o the stars have repeat observations. The maximuferdince
proportional to the square root of the sample size we expegi&@\veen two velocity measurements is 2.5 ki s
decrease in the uncertainties of a factor 3= 0.6. The resulting likelihood distribution in thevdss k) parameter
With the distance estimates available now, we know that thifane is shown in the lower panel of Figlird 12. The maximum
analysis rests on the incorrect assumption that we deal avitfiikelihood pairs for the dferent samples agree very well, except
local sample. If we apply a distance alifax = 2.5 kpc onto  for the pair constructed from RAVE-only V300 sample, which
the data we obtain a sample of 15 RAVE stars and 16 stgSocated nearesc ~ 410 kms?! andk ~ 0. In all cases a clear
from the/BOO catalog and we compute a median estimate qfgeneracy betwednand the escape speed is visible. This was
526'%3 kms™. A lower value is expected because the distanegready seen bly SO7 and reflects that a similarly curved fdrm o
criteria removes mainly stars from the inner Galaxy wheaesst the velocity DF over the range of radial velocities avaitaby
generally have higher velocities. The reason for this i th@ifferent parameter pairs.
RAVE is a southern hemisphere survey and therefore obseriege marginalize over the optimizektinterval derived above
mostly the inner Galaxy. and compute the median of these distributions we obtainteehig
value foruvesc than the maximum likelihood value for all sam-
ples. This behavior is consistent with our findings in Sed#d
where we showed that the maximum likelihood analysis temds t

As described in Sectidd 2 we can estimate for all stars inaite cYield pair with too low values ok andves, These median values
alogs what their radial velocity would be if they were siet can be found in Tablel 3 ("Localized").

at the position of the Sun. We then create two samples using

the new velocities. For the first sample we select all stats wi L L

re-scaled velocities"I > 300 kms?. [SQ7 showed that such a5'3' Binning in Galactocentric distance
high velocity threshold yields predominantly halo stareeTe- For halo stars with origindly| > 200 km s we are able to fill
sulting sample contains 51 stars (34 RAVE stars) and we wskveral bins in Galactocentric distarrcand thereby perform a

refer to it as V300. The second sample has a lower velocgyatially resolved analysis. We chose 6 overlapping birth wi

5.2. The local escape speed
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RAVE survey, while for an all-sky survey thigfect might can-

700 cel out.
650 The quantity with the largest uncertainties used in thigsts
the heliocentric distance of the stars. In Secfion 4.3 wedou
600 a systematic dierence between the distances derived for the
b RAVE stars and for the stars in the BOO catalog. Such system-
g 950 atic shifts can arise from various reasons, e.dgtedént sets of
iu 500 theoretical isochrones, systematic errors in the stedaapeter
$ 1 estimates or dierent extinction laws. Again we repeated our
450 = 7 analysis, this time with all distances increased by a fatt6y
400 L —— practically moving to the original distance scale of BOO.aky
@ used for the fit we find a systematic shift to lower local escape speeds of the
350 O unused . . . | C ] same order as for alternative value\G&g.
4 5 6 7 g 9 10 11 We finally also tested the influence of the Galaxy model we use
7 [kpc] to re-scale the stellar velocities according to their spatosi-

tion. We changed the disk mass t& & 10'° M, and decreased
Fig. 13.  Escape speed estimates and 90% confidence intervalghe disk scale radius to 2.5 kpc, in this way preserving ticallo
Galactocentric radial bins. The solid black line shows cestitting surface density of the standard model. The resultifigdinces
model. Only the filled black data points were used in the fitprocess. in the corrected velocities are below 1% and no measurable di
The red data point illustrates the result of our 'localizagproach. ference in the escape speed estimates were found illungjithie

robustness of our methods to reasonable changes in theyGalax

a radial width of 2 kpc between 4 and 11 kpc. This bin widtRarameters.

is larger than the uncertainties of the projected radiumesés

for almost all our sample stars (cf. Figure 9). The number gf2. Estimating the mass of the Milky Way

stars in the bins are 11, 28, 44, 52, 35 and 8, respectivelg. Th ] _
resulting median values (again after marginalizing overap- \We now attempt to derive the total mass of the Galaxy using
timal k-interval) of the posterior PDF and the 90% confidencr escape speed estimates. Doing this we exploit the fatt th
intervals are plotted in Figufe1L3. The values near the Sen #e escape speed is a measure of the local depth of the poten-
in very good agreement with the results of the previous sacti tial well ®(Ro) = 3v3,. A critical point in our methodology

We find a rather flat escape speed profile except for the out-mi§sthe question whether the velocity distribution reachpsa

bins which contain very few stars, though, and thus haveelaﬂ%sc_OV_Whether it is truncated at some lower value. |S07 used
confidence intervals. their simulations to show that the level of truncation in stel-

lar component cannot be more than 10%. However, to test this

] ] they first had to define the local escape speed by fixing a figiti
6. Discussion radius beyond which a star is considered unbound. The author
state explicitly that the choice of this radius to b®,;3is rather
arbitrary. More stringent would be to state that the velodis-
The 90% confidence intervals provided by our analysis tedhibution in the simulations point to a limiting radius ef 3R
nigue reflect only the statistical uncertainties resulfiogn the beyond which stars do not fall back onto the galaxy or fallkbac
finite number of stars in our samples. In this section we loahly with significantly altered orbital energies, e.g. agt pdan
for further systematic uncertainties. In Secfion 3.1.2 Wweaaly in-falling satellite galaxy.
showed that our adopted interval for the power-law inléx- It is not a conceptual problem to define the escape speed as the
troduces a systematic scatter of about 5%. high end of the velocity distribution in disregard of the gt
A further source of uncertainties comes from the motion ef thial profile outside the corresponding limiting radius. Theis
Sun relative to the Galactic center. While the radial and vémportant, however, to use the same limiting radius whilevde
tical motion of the Sun is known to very high precision, sevng the total mass of the system using an analytic profiles Thi
eral authors have come toffdirent conclusions about the tanmeans we have to re-define the escape speed to
gential motion,V,, (e.g./Reid & Brunthaler 2004; Bovy etlal.
2012;/Schonrich _2012). In this study we used the standagd(r | Rna) = v219(r) — ®(Rmay)l. 9)
value forVisg = 220 kms?! and theV, = 12.24 kms™* from
Schonrich et al.[ (2010). We repeated the whole analysiggusRyax = 3Rs40 Seems to be an appropriate value.
Visr = 240 kms?! and compared the resulting escape speetlis leads to somewhat higher mass estimates. For exan@le, S
with the values of our standard analysis. The magnitudeseof found an escape speed of 544 krhand derived a halo mass of
deviations are statistically not significant, but we findtegsat- 0.85x 10'? M, for an NFW profile, practically usinBmax = oo.
ically lower estimates of théocal escape speed for the highelf one consequently applidnax = 3R,ir the resulting halo mass
value of Vi sg. The shift is close to 20 knt$ and thus com- is 1.05 x 10*? M,, an increase by more than 20%. This is the
parable to the dierenceAV sg. This can be understood if wereason why our mass estimates are higher than thase by S07 eve
consider that most stars in the RAVE survey and — also in ailmough we find a similar escape speed. Note, that these values
samples — are observed at negative Galactic longitudeshasd trepresent the masses of the dark matter halo alone whilesin th
against the direction of Galactic rotation (see Fiddre 8)this remainder of this study we mean the total mass of the Galaxy
case correcting the measured heliocentric line-of-sigtbci- when we refer to the virial madds4o. Keeping this in mind it is
ties with a higher solar tangential motion leads to lowevhich then straight forward to compute the virial mass correspand
eventually reflects into the escape speed estimate. Natghik to a certain local escape speed. As already mentioned waeaise t
systematic dependency is induced by the half-sky naturkeof simple mass model presented in Secfibn 2.

6.1. Influence of the input parameters
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Table 3. Median and 90% confidence limits fromfléirent analysis strategies. The masbks 1 are estimated assuming an NFW profile for
the dark matter halo and the masdég, , are based on an adiabatically contracted NFW profile. Foestlmates the local standard of rest
Visr = veire(Ro) was fixed to 220 km's.

Strategy V200 V300
vesd Ro) Maasa1 Maasq2 vesd Ro) Mzsa1 Mzsq2
kms?l) (102My) (102M.) | (kms?) (102My) (102 M)
Binned 5652 119705  1.927119
Localized 5481% 1107075 17732 | 53781 1017030 1617237

Estimates considering the RAVE data only
Binned 58519  12507% 20152

—-0.43 —0.74
Localized 55978 11979%  104'L4l | 51770  0g860% 135105

In the case of the escape speed profile obtained via the binaddbatically contracted case the concentration parasmete
data the procedure becomes slightly more elaborate. We have quoting are thimitial concentrations before the contraction.
to compute the escape speeds at the centers of the radial Bink these are comparable to results obtained from darlematt
R and then take the likelihood from the probability distribats  only simulations.
PDFg (vesd in €ach bin. The product of all these likeliholds The maximum likelihood pair of values (marked by a blagk ’
the general likelihood assigned to the mass of the model, i.e in the figure) for the normal NFW halo Maso = 1.37x 10 Mg,
R andc = 5, which implies a circular speed of 196 knisat the
L(Mszg0) = 1_[ PDFg (vesd Ri | M3a0)) (10) solarradius. The adiabatically contracted NFW profiledsghe

i samec but a somewhat smaller mass 022 x 102 M,. Here

resulting circular speed is only 236 km.s

. ) th
The lreSléltS of these mass festlrr?ate_s alre_ preSﬁnteg_;lmablﬁ \%e marginalize the likelihood distribution along tbeaxis we
As already seen in Figufe 7 for the simulations the adialic ,yain the one-dimensional posterior PDF for the virial sas

f;gtéicéleg halo modelyields always larger results thamtia®  the median and the 90% confidence interval we find to be
Maao = 1.4%33 x 10" Mg

6.3. Fitting the halo concentration parameter for the un-altered halo profile. For the adiabatically caaoted

Up to now we assumed a fixed value for the local standard BFW profile we find

rest,Visgr = 220 kms?, to reduce the number of free param- 04 )

eters in our Galaxy model to one. Recently several authd¥gao = 1.2255 X 10% Mo,

found larger values fov, sg of up to 240 kms! (e.g/Bovy et al.

2012; Schonrich 2012). If we change the parametrizatiohén t

model and use the halo concentratmas a free parameter we : ; ;
P tracted halo model yields the lower mass estimate, whil®the

can compute the likelihood distribution in thil44o, €)-plane in it th h fived the local standard of rest
the same way as described in the previous section. F@regﬂ?' € was he case when we fixed the local standard of rest as
one in the previous section.

plots the resulting likelihood contours for an NFW halo piofi o= - . -

(left panel) and the adiabatically contracted NFW profilght There are several definitions of the virial radius used ifitaea-

panel). The solid black curves mark the locations whereikiee | (€ I this study we used the radius which encompassesa mea
qu]ensny of 340 times the critical density for closure in the-u

lihood dropped to 10% and 1% of the maximum value (whi ; .
lies nearc ~ 0). Grey dotted lines connect locations with comyS'>¢- If one adopE% S” ovezr-densr[y OE%?‘O the gesultlngsams
mon circular velocities at the solar radius. Magoincrease to B x 102 Mo and 14'55 x 10°2 Mo, for the

- d the adiabatically contracted halo profile, respsyt
Navarro et al.[(1997) showed that the concentration paem ure an . ;
is strongly related to the mass and the formation time oé&?r an over-density of 340Q ~ 100 (% = 0.3 being the cos-

dark matter halo (see also Neto et al. 2007; Maccio et al. ;20"‘5?2'0 mean matter density), as used, e.gL. by Smithlet al, ja9107

Ludlow et al. 2012). With this information we can further eon ue etal. (2008), the values even |nc.reas§..ﬁjglg X.,lolz Mo
strain the range of likely combination6,c). We use the and 17:93 x 10> M. The corresponding virial radii are
relation for the mean concentration as a function of haloan

proposed by Maccio et al. (2008). For this we converted thﬁ?“o =180+ 20 kpe

relation forcygg t0 Casg to be consistent with our definition of . _

the virial radius. There is significant scatter around tieig for both halo profilesRzoo = 2352 20 kpc).

tion reflecting the variety of formation histories of the ¢l

This scatter is reasonably well fitted by a log-normal disttion  6.4. Relation to other mass estimates

with ojogc = 0.11 (e.gl Maccio et al. 2003; Neto etlal. 2007). | . . . .
we apply this as a prior to our likelihood estimation we obtai e can include as further constraints literature estimates

he black soli | in Ei 14. N hatha t of total masses interio_r to various Galactocentric radii by
the black solid contours plotted in FigUrel ote, thate tXue et al. (2008), Gnedin etlal. (2010) and Kafle etlal. (2012).

7 We only use half of the radial bins in order to have statifijaade- |Gnedin et al.|(2010) obtained an estimate of a mass.®&6
pendent measurements. 10 M, +£20% within 80 kpc. Xue et all (2008) found a mass

in both cases almost identical to the maximum likelihoodieal
It is worth noting that in this approach the adiabaticallynco
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Fig. 14. Likelihood distribution resulting from our simple Galaxyoael when we leave the halo concentratm(and therefore als¥| sg)

as a free parameter (blue area) for an NFW profile as halo n{t&febanel) and an adiabatically contracted NFW profilgi{tipanel). The
red contours arise when we add the constraints fiiom cosmological simulations: the relation of the mesafior a given halo mass found by
[Maccio et al.[(2008) is represented by the thick dashed erting. The orange area illustrates the spread around the eneues found in the
simulations. The dferent shades in the blue and orange colored areas marlolasathere the probability dropped to 10%, 1% of the maximum
value. Dotted gray lines connect locations with constamiutar speed at the solar radius.
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Fig. 15. Additional constraints on the parameter palk{, ¢) coming

from studies from the literature. The black contours arestirae as in

Figure[T4.[ Gnedin et al._(2010) measured the mass interigp tkpc

from the GC[_Xue et al[(2008) interior to 60 kpc and Kafle &(2012

interior to 25 kpc. The yellow solid and dotted line separatalels for

)

which the satellite galaxy Leol is on a bound orbit (below lines)
from those which it is unbound.

interior to 60 kpc of 20+0.7x 10" M. [Kafle et al.[(2012) mea-

sured a Galactic mass of12x 10** M, interior to 25 kpc from

the Galactic center using a similar data set as Xuel €t al.&200

but an analysis technique that is less model dependent. &/e us

a 68% confidence interval of 8, 2.3] x 10'? M,, for this last

estimate (green shaded area; P. Kafle, private commumgatio

Models fulfilling these constraints are marked in Figure ihw

colored shaded areas. In the case of the unaltered NFW halo

we find an excellent agreement with_Gnedin etlal. (2010) and
.I(2012), while for the adiabatically contracteddl

the combination of these estimates favor higher virial raass

The estimate by Xue et'al. (2008) is only barely consistettt wi

our results on ad-level for both halo models.

Tests with a dierent model for the Galactic diskvig = 6.5 x

10'° M, Ry = 2.5 kpc, similar to the one used% al.

(2012) and Sofue et al. (2009)) resulted in decreased mtiss es

mates (10%), well within the uncertainties. This model demn

the values for the circular speed (223 kmhand 264 kmst

for the un-altered and the contracted case, respectivaty)dit

the consistency with the mass estimate$ by Kaflelet al. (2012)

[Gnedin et &l.[(2010) or Xue etlal. (2008).

The two halo models, un-altered and adiabatically corgdhct

NFW halo, are rather extreme cases and the true shape of

the Galactic halo is most likely intermediate to these apio

12010). Our mass estimates are robust to changes

of the halo model and so the tension between the constraints

coming from the circular speed at the solar radius and thesmas

estimates at larger distances are likely to be resolved tly an

intermediate halo model.

Another important constraint for the Galactic halo is thacsp

motion of the satellite galaxy Ledl. Boylan-Kolchin et #00.3)

showed that in thACDM paradigm it is extremely unlikely that

a galaxy like the Milky Way has an unbound close-by satellite

galaxy. If we take the recent estimates for the Galactomentr
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distance of 26k 13 kpc and the absolute space velocity d¥,00andMigp, that are often used in the literature and for which
200j§g kmst (Sohn et all 2013) we can identify those combihe values are higher for an equivalent Galaxy model.

nations ofMz40 andc that leave Leo | on a bound orbit. The lineThe mass measurements within 25 and 80 kpc recently pub-
separating models in which Leo| is bound from those wherelighed by| Kafle et al.|(2012) and Gnedin et al. (2010) are in
is not bound is also plotted in Figure]15. All models belovsthibetter agreement with our model with an unaltered NFW pro-
line are consistent with a bound orbit of Leol. The dotte@din file. However, this pure NFW profile predicts a circular speed
show the uncertainties in the sense that they mark the ridge | at the solar radius of only 196 km's in strong disagreement
for the extreme cases that Leo is slower and closerdyndd with recent estimates favoring values larger than 220 ¥ms
that it is farther and faster byol In the case of the un-altered(Schonrichl 2012; Bovy et al. 2012). The adiabatically con-
halo profile our mass estimate is consistent with Leo | being o tracted halo model predicts a more realistic value of 236 Km's
bound orbit, while in the contracted case the mass of thex@aldut agrees worse with the measurements by Kafle et al. [(2012)
would be too low. and Gnedin et al| (2010). These circular speeds are highly de
Finally, [Przybilla et al.[(2010) found a star, J158239, with pended on the adopted model for the baryonic components of
a velocity of 694322 kms?! at a Galactocentric distance ofthe Galaxy and have to be treated with caution, though. The
~ 8 kpc moving inwards to the Galaxy. The authors argue tha-contracted halo model is further consistent with thelireqg

this star should therefore be bound to the Milky Way (see alstent that the satellite galaxy Leol is on a bound orbit. A halo
Irrgang et all 2013). The star is not in the solar vicinity #s imodel with a more moderate contraction due to the condemsati
heliocentric distance measured to be£123 kpc, but its Galac- of baryons as proposed by Abadi et al. (2010) in its centehtnig
tocentric distance is comparableRg. We can therefore directly mitigate the tensions introduced by the various constaint
compare our r_esults. Due_ t_O the large uncert_amtles in theeve Acknowledgements. TP thanks S. White for interesting discussions on the
ity estimate it is not surprising that our most likely val@e fesc  methodology that helped to improve the paper. TP and MS addge support
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Fig. A.1. Radial potential profiles of our simulated galaxies. Thebla
line in each panels shows the potential profile of an NFW sphéth
the same virial mass as the galaxy and a concentratisnlO which
was used to define the zero point of the potential.

Appendix A: Defining the potential in the
simulations

In this section we briefly describe how we consistently define
the potential in each of the 8 simulations we use in this study
Due to the non-spherical symmetry of the mass distribution i
the simulation box the gravitational potential shows a agrat

a given galactocentric radius. To obtain a robust estimitieeo
escape speed we redefine the gravitational potential byréisgu
that the density profile follows a spherically symmetric NFW
profile (Navarro et al. 1997) beyond a radiyg:

O(r) =d(r) — median®(rauwy)
+ OnFw(Maux) — Prnrw(3R200) (A1)

wheredyry is the gravitational potential of an NFW sphere with
virial mass 18° M, and concentration’ = 10. The radiusaux
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was chosen large enough such that the approximation of an NFW
sphere is well justified, but small enough so that the angalar
ation of the potential is still small. Furthermore there trust

be any satellite galaxy near this radius in any of the sinmrat
For our suite of simulations,x = 80 kpc turned out to be a
good choice. The value of the concentration parameter is arb
trary as the potential profile is insensitive at large radridny
realistic value ot’. Figure[A.1 shows the potential profiles and
the approximated profile. The dips in the lower envelopeb®ef t
potentials are caused by satellite galaxies orbiting thia imelo.
The spread in the potential reflects the fact that these tigs

in an anisotropic environment as well as the triaxial shdpbe
halos. In our simulations we can translate this spread inteve
imum deviation from the local escape speed of about 25R®m s
which is about 5%. The maximum is 40 kritsn simulation D
and minimum is 7 km's for simulation A.
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