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We present Qiskit Machine Learning (ML), a high-level Python library that combines elements
of quantum computing with traditional machine learning. The API abstracts Qiskit’s primitives
to facilitate interactions with classical simulators and quantum hardware. Qiskit ML started as
a proof-of-concept code in 2019 and has since been developed to be a modular, intuitive tool for
non-specialist users while allowing extensibility and fine-tuning controls for quantum computational
scientists and developers. The library is available as a public, open-source tool and is distributed
under the Apache version 2.0 license.

I. INTRODUCTION

The convergence of quantum computing and machine
learning promises a prospective shift in both research
and industry. Quantum machine learning (QML) lever-
ages the principles of quantum mechanics to potentially
enhance or accelerate classical machine learning algo-
rithms, opening new frontiers in fields ranging from
materials science to finance. As the field of QML ma-
tures, there is a growing need for accessible and powerful
software tools that bridge the gap between theoretical
QML algorithms and their practical implementation on
emerging quantum hardware and simulators.

Qiskit Machine Learning (ML)1, an open-source mod-
ule within the Qiskit framework [1], addresses this need
by providing a comprehensive and user-friendly plat-
form for exploring the exciting landscape of QML. Built
on core Qiskit elements such as primitives, it combines
quantum circuit design, simulation, and execution to
deliver cutting-edge QML algorithms. Users can exper-
iment with quantum enhancements to established meth-
ods, such as quantum kernels for Support Vector Ma-
chines, or explore new, fully quantum approaches. Its
tight integration with Python and reliance on widely
used libraries like NumPy [2] and scikit-learn [3] make
it accessible to practitioners in diverse fields, from engi-
neering to the life sciences. It also includes a dedicated
API connector to PyTorch [4] for neural network-based
algorithms, seamlessly bridging quantum circuits with
modern deep learning frameworks.

Qiskit ML is freely distributed under the Apache 2.0
license, encouraging community participation and open
collaboration. Moreover, it sets itself apart from other
platforms like PennyLane [5] in its approach to quantum
hardware usage. Specifically, Qiskit ML’s architecture
is deliberately designed to handle quantum hardware
workloads, while also allowing experimentation with

∗ stefano.mensa@stfc.ac.uk
1 � github.com/qiskit-community/qiskit-machine-learning

state-of-the-art classical simulators and models of emu-
lated hardware noise from near-term devices. Moreover,
it is designed to be modular and extensible, making the
addition of new quantum algorithms or building upon
existing ones straightforward. Supported by extensive
educational resources and tutorials, Qiskit ML stands
at the forefront of QML research, helping students, sci-
entists and developers worldwide investigate the appli-
cations of quantum computing for machine learning.

II. DESIGN STRUCTURE

This section outlines the role of Qiskit ML within
the broader computing software stack, as illustrated in
Fig. 1. Qiskit ML sits at the application level, providing
a suite of tools and algorithms that leverage the power
of quantum computation for machine learning tasks. It
acts as a bridge between high-level machine learning
concepts and the underlying quantum hardware or sim-
ulators. The design of Qiskit ML prioritises extensibil-
ity, modularity and an intuitive user interface, leading
to a software package primed for rapid experimentation
and prototyping of new and existing QML protocols.
The high-level structure includes Quantum Neural Net-
works (QNNs), Variational Quantum Classifier (VQC)
and Regressor (VQR) and Quantum Kernel (QK) Meth-
ods for Support Vector Machines, among other QML al-
gorithms. These are provided through workflows shown
in the Unified Modelling Language (UML) diagram in
Fig. 1 and summarised in Table I.

Embedded within the wider Qiskit ecosystem, Qiskit
ML predominantly depends on Qiskit’s primitives. It
also interfaces with classical machine learning frame-
works such as scikit-learn and Python numerical-core
libraries like NumPy, enabling a continuous integration
of classical and quantum machine learning techniques.
Additionally, the models follow SciPy’s structural foun-
dation, and there is functionality for integrating neural
networks with PyTorch to support the design, training,
and inference of hybrid quantum-classical models.
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Figure 1: UML diagram of the Qiskit ML library, showing the class hierarchy of the core components, algorithms and dependencies.
The diagram categorises machine learning approaches into kernel-based, neural network-based, and Bayesian methods, linking them
to their respective problem classes: classification and regression. It highlights key elements such as fidelity quantum kernels, train-
able kernels, quantum neural networks, and quantum support vector machines, structured under core algorithms and supported by
the Qiskit primitives ( Sampler and Estimator ).

A. Algorithms and Models

Qiskit ML integrates the quantum functions and
quantum-classical hybrid algorithms (Table I) described
as follows. Gradient estimation routines com-
pute the gradient ∂f(θ)/∂θi of a cost function f
parametrized by θ. For example, the Parameter-Shift
rule [6] calculates exact gradients as:

∂f(θ)

∂θi
=

f(θi + s)− f(θi − s)

2 sin(s)
, (1)

with s as a shift parameter, while the Simultaneous Per-
turbation Stochastic Approximation (SPSA) [11] pro-
vides stochastic estimates suitable for near-term quan-
tum hardware [7].

Kernel-based models and SVMs operate in a fea-
ture space to address classification and regression tasks.
Fidelity-quantum kernels construct kernel matrices by
computing the overlap between quantum states:

K(x,x′) = |⟨ϕ(x)|ϕ(x′)⟩|2 , (2)

where the encoding ϕ maps classical data x to quan-
tum states. Trainable-fidelity kernels introduce learn-
able parameters to enhance adaptability [12]. Com-
bined with classical support vector machine optimisa-
tion (QSVC, QSVR, PegasosQSVC), these methods test
quantum-enhanced data separability.

Quantum neural networks utilise learnable pa-
rameters for tasks such as regression and classification
via the EstimatorQNN and SamplerQNN classes [13].
Variational Quantum Algorithms (VQAs), includ-
ing VQC and VQR, iteratively optimise quantum cir-

cuits through classical routines to minimise a loss func-
tion

argmin
θ

L(θ) =
∑
i

C(yi, f(xi, θ)), (3)

with C as the cost function and yi the classical labels [6].
Finally, quantum Bayesian inference enables prob-
abilistic modelling with quantum circuits under corre-
lated priors [9, 10].

B. Built-in Qiskit support

Qiskit ML relies on Qiskit’s primitives to manage
quantum operations. At the core, it uses Sampler

and Estimator , which calculate probabilities and ex-
pectation values, respectively, for a broad set of use
cases in both simulated and real hardware environ-
ments. The primitive classes also require using Qiskit’s
QuantumCircuit class and Qiskit observables. This

structure allows algorithms and models to be applied
across different quantum platforms without changing
the high-level logic.

Although not a direct dependency, the IBM Qiskit
Runtime2 enhances the execution of quantum circuits
on IBM Quantum hardware. When using an IBM back-
end, Qiskit ML leverages Runtime primitives for effi-
cient model training and evaluation on actual quantum
devices, exploring the capabilities of near-term quan-
tum computers. Note, when running on hardware,

2 � github.com/Qiskit/qiskit-ibm-runtime
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Table I: Summary of quantum algorithms-based functions and base models supporting various QML tasks. Gradient estimation
techniques, fidelity computations, kernel-based and neural network-based models, and advanced variational and hybrid SVM ap-
proaches are outlined for classification, regression, and inference.

Functions based on Quantum Algorithms

Gradient Estimation
Parameter-Shift Rule: Computes gradients using expectation values of Pauli
observables [6].

Linear Combination of Unitaries: Approximates gradients by decomposing cir-
cuits into unitary operations.

SPSA: Provides a stochastic estimate of gradients in complex or noisy scenarios [7].

Fidelity ComputeUncompute: Measures the fidelity between two quantum states by
preparing the first state, applying the inverse circuit to the second, and record-
ing the probability of obtaining the all-zeros state.

Base Models

Kernel-based Models FidelityQuantumKernel: Constructs a quantum kernel matrix from a feature
map that encodes classical data into quantum states.

TrainableFidelityQuantumKernel: Extends the fidelity kernel with a parame-
terised feature map that can be trained for improved performance.

Neural Network Based Models EstimatorQNN: Outputs expectation values, suitable for cost function evaluation
and feature extraction.

SamplerQNN: Produces probability distributions, useful for classification and gen-
erative tasks.

Algorithms

Variational Quantum Algorithms VQC/R: Variational Quantum Classifier/Regressor, uses an optimiser, gradient,
and variational circuit to run classification/regression tasks (often used with a sam-
pler). Built on a flexible neural network classifier/regressor.

Hybrid SVMs QSVC/R: Quantum Support Vector Classifier/Regressor, an extension of scikit-
learn’s SVC. It uses a Quantum Kernel object to compute fidelity measures and
then applies a support vector classifier/regressor on the resulting kernel.

PegasosQSVC: Extension of QSVC implementing the Pegasos primal sub-gradient
solver for the SVM algorithm [8].

Inference QBayesianInference: Implements Bayesian inference using quantum circuits [9,
10].

Qiskit ML will often require the inclusion of a tran-
spiler in the form specified by Qiskit [1]; this is neces-
sary if the inputted circuit architecture does not adhere
to the hardware specifications of topology and native
gates. Similarly, Qiskit ML allows the use of Qiskit
Aer [1] primitives and backends, allowing for fast, par-
allel simulation of quantum circuits and quantum algo-
rithms on classical high-performance computing facili-
ties equipped with CPUs or GPUs.

C. Classical variational optimizers

Qiskit ML supports a variety of optimisation algo-
rithms for refining QML models. The library accom-
modates optimisers from SciPy, exposed to the user
through a uniform interface. Supported optimizers in-
clude L-BFGS-B , COBYLA , and SLSQP [14–16], pro-
viding a spectrum of gradient-based and gradient-free
optimization choices. Furthermore, advanced optimiza-
tion techniques such as SPSA , ADAM , and NFT are
also available within the library [6, 11, 17, 18].

III. LITERATURE USING QISKIT ML

Since 2019, several research efforts have explored the
capabilities of IBM’s Qiskit framework in advancing
QML applications, particularly for tasks such as
classification, regression, and optimisation. Here,
we provide an overview of key contributions in this
domain, highlighting how Qiskit has been used to
implement, test, and optimise QML algorithms.

Notably, Havlíček et al. [19] demonstrated quantum-
enhanced feature spaces for supervised learning using
variational quantum classifiers and quantum kernel esti-
mators, laying the groundwork for subsequent QML ex-
periments. Glick et al. [20] introduced covariant quan-
tum kernels tailored for data with intrinsic group struc-
ture and implemented their approach on a 27-qubit su-
perconducting processor via Qiskit ML routines. Zoufal
et al. [21] demonstrates a quantum generative adversar-
ial network (qGAN) approach that learns and loads ran-
dom probability distributions into quantum states via
a hybrid quantum-classical method implemented using
Qiskit ML routines. Moreover, Abbas et al. [13] com-
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pared the effective dimension and generalisation capa-
bilities of quantum neural networks to classical counter-
parts, demonstrating how Qiskit ML can be leveraged
to produce useful metrics. Gentinetta et al. [12] in-
tegrates the PEGASOS algorithm into quantum kernel
alignment to simultaneously optimise the SVM training
and feature-map parameters. Tacchino et al. [22] imple-
ment a quantum-like perception architecture on a real
quantum processor using Qiskit, demonstrating that
quantum-like neurons can efficiently perform nonlin-
ear classification. Several studies have employed Qiskit
ML for various tasks. John et al. [23] optimised quan-
tum classification algorithms on classical benchmarks.
Jiang et al. [24] implemented a multilayer perceptron
for MNIST on IBM quantum processors, while Santi
et al. [25] introduced a hybrid Quantum Text Classifier.
Noise resilience has been explored through resilience
analysis [26] and pulse-efficient transpilation [27], cir-
cuit splitting to avoid barren plateaus [28], qGAN train-
ing performance under noisy conditions for high-energy
physics [29], understanding noise in geometric ML us-
ing hardware up to 64 qubits [30]. Applications in-
clude astrophysics with gamma-ray burst classification
from simulated [31] and real data [32, 33], biomedical
[34], drug discovery [35], and efficient kernel alignment
through sub-sampling [36].

Particularly, Agliardi et al. [37] displays the use
of Qiskit ML at scale, utilising features such as
FidelityQuantumKernel , ComputeUncompute and

the SPSA algorithm. The paper investigates the appli-
cability of fidelity quantum kernels for real-world and
synthetic datasets, addressing the challenge of exponen-
tial concentration when scaling to large quantum sys-
tems. The authors introduce a bit-flip tolerance strat-
egy for error mitigation and demonstrate its effective-
ness on noisy hardware with up to 156 qubits. Collec-
tively, these contributions illustrate significant progress
in Qiskit-based QML, spanning noise resilience, compu-
tational efficiency, and diverse useful applications.

These studies collectively illustrate the progress made
in Qiskit-based QML, addressing key challenges such as
noise resilience, efficiency improvements, and practical
applications.

IV. OUTLOOK AND CONCLUSIONS

Qiskit ML is an open-source modular framework built
on Qiskit that provides a unified, task-oriented interface
for QML algorithms. It integrates smoothly with the
Python ecosystem used in machine learning and scien-
tific research. The framework supports a wide range of
quantum hardware – from current noisy intermediate-
scale devices to future fault-tolerant quantum com-
puters – allowing researchers to compare various ap-
proaches easily and advance QML research and appli-
cations. As quantum hardware improves, Qiskit ML is
designed to evolve accordingly. Its adaptable, modular
building blocks can be customised to tackle more com-
plex machine learning challenges, bridging the gap be-
tween current technology and future applications. This

adaptability makes it a strong candidate for the plat-
form of choice for applications such as [38] on early
fault-tolerant quantum architectures, ensuring its ongo-
ing relevance for scaling QML workflows on both near-
term and next-generation quantum hardware.

Moreover, the project owners are committed to devel-
oping Qiskit ML openly on GitHub under the Apache-
2.0 license, offering source code, issue tracking, and
pull-request reviews alongside clear guidelines to facili-
tate contributions from new developers. Active commu-
nication channels, including a dedicated GitHub issue
tracker and the Slack workspace, provide direct access
to maintainers for rapid defect management and pri-
oritisation of new features driven by community input.
This collaborative governance encourages reproducible
workflows and maintains Qiskit ML as a dynamic,
community-led standard for QML research, adaptable
to emerging hardware developments.

V. CODE AVAILABILITY

Qiskit ML is an open-source library available at
github.com/qiskit-community/qiskit-machine-learning
under the Apache 2.0 license.

VI. AUTHOR CONTRIBUTIONS

ES, EA, and OW wrote the manuscript. EA and ES
produced the figures and tables. SPW and AD provided
technical support in developing the code base. SM was
responsible for funding acquisition; ES, EA, and SM
were responsible for project administration. All the au-
thors have provided feedback and contributed to the
manuscript review. ES, EA, and OW are core develop-
ers of Qiskit ML.

ACKNOWLEDGMENTS

We thank Stefan Wörner, Christa Zoufal, Voica
Radescu, Sam Johnson, and Dhinakaran Vinayaga-
murthy for support and useful discussions. Moreover,
we acknowledge code contributions from those in Ap-
pendix A. This work was supported by the Hartree Na-
tional Centre for Digital Innovation, a UK Government-
funded collaboration between STFC and IBM. IBM,
the IBM logo, and www.ibm.com are trademarks of
International Business Machines Corp., registered in
many jurisdictions worldwide. Other product and ser-
vice names might be trademarks of IBM or other com-
panies. The current list of IBM trademarks is available
at www.ibm.com/legal/copytrade.

https://github.com/qiskit-community/qiskit-machine-learning/issues
https://github.com/qiskit-community/qiskit-machine-learning/issues
https://qiskit.enterprise.slack.com/archives/C07JE3V55C1
https://github.com/qiskit-community/qiskit-machine-learning
https://www.ibm.com
https://www.ibm.com/legal/copyright-trademark


5

[1] Ali Javadi-Abhari, Matthew Treinish, Kevin Krsulich,
Christopher J. Wood, Jake Lishman, Julien Gacon,
Simon Martiel, Paul D. Nation, Lev S. Bishop, An-
drew W. Cross, Blake R. Johnson, and Jay M. Gam-
betta. Quantum computing with Qiskit, 2024.

[2] Charles R. Harris, K. Jarrod Millman, Stéfan J. van der
Walt, Ralf Gommers, Pauli Virtanen, David Cour-
napeau, Eric Wieser, Julian Taylor, Sebastian Berg,
Nathaniel J. Smith, Robert Kern, Matti Picus, Stephan
Hoyer, Marten H. van Kerkwijk, Matthew Brett, Al-
lan Haldane, Jaime Fernández del Río, Mark Wiebe,
Pearu Peterson, Pierre Gérard-Marchant, Kevin Shep-
pard, Tyler Reddy, Warren Weckesser, Hameer Abbasi,
Christoph Gohlke, and Travis E. Oliphant. Array pro-
gramming with NumPy. Nature, 585(7825):357–362,
September 2020. doi:10.1038/s41586-020-2649-2. URL
https://doi.org/10.1038/s41586-020-2649-2.

[3] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel,
B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer,
R. Weiss, V. Dubourg, J. Vanderplas, A. Passos,
D. Cournapeau, M. Brucher, M. Perrot, and E. Duches-
nay. Scikit-learn: Machine learning in Python. Journal
of Machine Learning Research, 12:2825–2830, 2011.

[4] Adam Paszke, Sam Gross, Soumith Chintala, Gregory
Chanan, Edward Yang, Zachary DeVito, Zeming Lin,
Alban Desmaison, Luca Antiga, and Adam Lerer. Au-
tomatic differentiation in pytorch. In NIPS-W, 2017.

[5] Ville Bergholm, Josh Izaac, Maria Schuld, Christian
Gogolin, Shahnawaz Ahmed, Vishnu Ajith, M Sohaib
Alam, Guillermo Alonso-Linaje, B AkashNarayanan,
Ali Asadi, et al. Pennylane: Automatic differentia-
tion of hybrid quantum-classical computations. arXiv
preprint arXiv:1811.04968, 2018.

[6] Maria Schuld, Ville Bergholm, Christian Gogolin, Josh
Izaac, and Nathan Killoran. Evaluating analytic gradi-
ents on quantum hardware. Physical Review A, 99(3):
032331, 2019.

[7] Julien Gacon, Christa Zoufal, Giuseppe Carleo, and
Stefan Woerner. Simultaneous perturbation stochas-
tic approximation of the quantum fisher information.
Quantum, 5:567, 2021.

[8] Shai Shalev-Shwartz, Yoram Singer, and Nathan Sre-
bro. Pegasos: Primal estimated sub-gradient solver for
SVM. In Proceedings of the 24th international confer-
ence on Machine learning, pages 807–814, 2007.

[9] Guang Hao Low, Theodore J Yoder, and Isaac L
Chuang. Quantum inference on bayesian networks.
Physical Review A, 89(6):062315, 2014.

[10] Sima E Borujeni, Saideep Nannapaneni, Nam H
Nguyen, Elizabeth C Behrman, and James E Steck.
Quantum circuit representation of bayesian networks.
Expert Systems with Applications, 176:114768, 2021.

[11] James C Spall. An overview of the simultaneous pertur-
bation method for efficient optimization. Johns Hopkins
apl technical digest, 19(4):482–492, 1998.

[12] Gian Gentinetta, David Sutter, Christa Zoufal, Bryce
Fuller, and Stefan Woerner. Quantum kernel alignment
with stochastic gradient descent. In 2023 IEEE Inter-
national Conference on Quantum Computing and Engi-
neering (QCE), volume 1, pages 256–262. IEEE, 2023.

[13] Amira Abbas, David Sutter, Christa Zoufal, Aurélien
Lucchi, Alessio Figalli, and Stefan Woerner. The power
of quantum neural networks. Nature Computational
Science, 1(6):403–409, 2021.

[14] Richard H Byrd, Peihuang Lu, Jorge Nocedal, and
Ciyou Zhu. A limited memory algorithm for bound
constrained optimization. SIAM Journal on scientific
computing, 16(5):1190–1208, 1995.

[15] Michael JD Powell. A view of algorithms for optimiza-
tion without derivatives. Mathematics Today-Bulletin
of the Institute of Mathematics and its Applications, 43
(5):170–174, 2007.

[16] Dieter Kraft. A software package for sequential
quadratic programming. Forschungsbericht- Deutsche
Forschungs- und Versuchsanstalt fur Luft- und Raum-
fahrt, 1988.

[17] Diederik P Kingma and Jimmy Ba. Adam: A
method for stochastic optimization. arXiv preprint
arXiv:1412.6980, 2014.

[18] Ken M Nakanishi, Keisuke Fujii, and Synge Todo.
Sequential minimal optimization for quantum-classical
hybrid algorithms. Physical Review Research, 2(4):
043158, 2020.

[19] Vojtěch Havlíček, Antonio D Córcoles, Kristan Temme,
Aram W Harrow, Abhinav Kandala, Jerry M Chow,
and Jay M Gambetta. Supervised learning with
quantum-enhanced feature spaces. Nature, 567(7747):
209–212, 2019.

[20] Jennifer R Glick, Tanvi P Gujarati, Antonio D Corcoles,
Youngseok Kim, Abhinav Kandala, Jay M Gambetta,
and Kristan Temme. Covariant quantum kernels for
data with group structure. Nature Physics, 20(3):479–
483, 2024.

[21] Christa Zoufal, Aurélien Lucchi, and Stefan Woerner.
Quantum generative adversarial networks for learning
and loading random distributions. npj Quantum Infor-
mation, 5(1):103, 2019.

[22] Francesco Tacchino, Chiara Macchiavello, Dario Ger-
ace, and Daniele Bajoni. An artificial neuron imple-
mented on an actual quantum processor. npj Quantum
Information, 5(1):1–8, 2019.

[23] Manuel John, Julian Schuhmacher, Panagiotis Barkout-
sos, Ivano Tavernelli, and Francesco Tacchino. Opti-
mizing quantum classification algorithms on classical
benchmark datasets. Entropy, 25(6):860, 2023.

[24] Weiwen Jiang, Jinjun Xiong, and Yiyu Shi. When
machine learning meets quantum computers: A case
study. In Proceedings of the 26th Asia and South Pacific
Design Automation Conference, pages 385–390. ACM,
2021. doi:10.1145/3394885.3431629. URL https://dl.
acm.org/doi/10.1145/3394885.3431629.

[25] Prabhat Santi, Kamakhya Mishra, and Sibabrata Mo-
hanty. Quantum text classifier: A synchronistic ap-
proach towards classical and quantum machine learn-
ing. arXiv preprint arXiv:2305.12783, 2023. doi:
10.48550/arXiv.2305.12783. URL https://arxiv.org/
abs/2305.12783.

[26] Amit Kumar, Neha Sharma, Nikhil Kumar Marriwala,
Sunita Panda, M Aruna, and Jeetendra Kumar. Quan-
tum machine learning with qiskit: Evaluating regres-
sion accuracy and noise impact. IET Quantum Com-
munication, 5(4):310–321, 2024.

[27] André Melo, Nathan Earnest-Noble, and Francesco
Tacchino. Pulse-efficient quantum machine learning.
Quantum, 7:1130, 2023. doi:10.22331/q-2023-10-09-
1130. URL https://quantum-journal.org/papers/
q-2023-10-09-1130/.

https://doi.org/10.1038/s41586-020-2649-2
https://doi.org/10.1038/s41586-020-2649-2
https://doi.org/10.1145/3394885.3431629
https://dl.acm.org/doi/10.1145/3394885.3431629
https://dl.acm.org/doi/10.1145/3394885.3431629
https://doi.org/10.48550/arXiv.2305.12783
https://doi.org/10.48550/arXiv.2305.12783
https://arxiv.org/abs/2305.12783
https://arxiv.org/abs/2305.12783
https://doi.org/10.22331/q-2023-10-09-1130
https://doi.org/10.22331/q-2023-10-09-1130
https://quantum-journal.org/papers/q-2023-10-09-1130/
https://quantum-journal.org/papers/q-2023-10-09-1130/


6

[28] Cenk Tüysüz, Giuseppe Clemente, Arianna Crippa, To-
bias Hartung, Stefan Kühn, and Karl Jansen. Classical
splitting of parametrized quantum circuits. Quantum
Machine Intelligence, 5(2):34, 2023.

[29] Kerstin Borras, Su Yeon Chang, Lena Funcke, Michele
Grossi, Tobias Hartung, Karl Jansen, Dirk Kruecker,
Stefan Kühn, Florian Rehm, Cenk Tüysüz, et al. Im-
pact of quantum noise on the training of quantum gen-
erative adversarial networks. In Journal of Physics:
Conference Series, volume 2438-1, page 012093. IOP
Publishing, 2023.

[30] Cenk Tüysüz, Su Yeon Chang, Maria Demidik, Karl
Jansen, Sofia Vallecorsa, and Michele Grossi. Symmetry
breaking in geometric quantum machine learning in the
presence of noise. PRX Quantum, 5(3):030314, 2024.

[31] Farida Farsian, Nicolò Parmiggiani, Alessandro Rizzo,
Gabriele Panebianco, Andrea Bulgarelli, Francesco
Schillirò, Carlo Burigana, Vincenzo Cardone, Luca
Cappelli, Massimo Meneghetti, Giuseppe Murante,
Giuseppe Sarracino, Roberto Scaramella, Vincenzo
Testa, and Tiziana Trombetti. Benchmarking Quan-
tum Convolutional Neural Networks for Signal Clas-
sification in Simulated Gamma-Ray Burst Detection.
arXiv e-prints, art. arXiv:2501.17041, January 2025.
doi:10.48550/arXiv.2501.17041.

[32] M. Tavani, G. Barbiellini, A. Argan, A. Bulgarelli,
P. Caraveo, A. Chen, V. Cocco, E. Costa, G. de Paris,
E. Del Monte, G. Di Cocco, I. Donnarumma, M. Feroci,
M. Fiorini, T. Froysland, F. Fuschino, M. Galli, F. Gi-
anotti, A. Giuliani, Y. Evangelista, C. Labanti, I. Lap-
shov, F. Lazzarotto, P. Lipari, F. Longo, M. Marisaldi,
M. Mastropietro, F. Mauri, S. Mereghetti, E. Morelli,
A. Morselli, L. Pacciani, A. Pellizzoni, F. Perotti,
P. Picozza, C. Pontoni, G. Porrovecchio, M. Prest,
G. Pucella, M. Rapisarda, E. Rossi, A. Rubini, P. Sof-
fitta, M. Trifoglio, A. Trois, E. Vallazza, S. Vercellone,
A. Zambra, D. Zanello, P. Giommi, A. Antonelli, and
C. Pittori. The AGILE space mission. Nuclear Instru-
ments and Methods in Physics Research A, 588(1-2):
52–62, April 2008. doi:10.1016/j.nima.2008.01.023.

[33] A. Rizzo, N. Parmiggiani, A. Bulgarelli, A. Macaluso,
V. Fioretti, L. Castaldini, A. Di Piano, G. Panebianco,
C. Pittori, M. Tavani, C. Sartori, C. Burigana,
V. Cardone, F. Farsian, M. Meneghetti, G. Murante,
R. Scaramella, F. Schillirò, V. Testa, and T. Trombetti.
Quantum Convolutional Neural Networks for the detec-
tion of Gamma-Ray Bursts in the AGILE space mission
data. arXiv e-prints, art. arXiv:2404.14133, April 2024.
doi:10.48550/arXiv.2404.14133.

[34] Maria Demidik, Filippo Utro, Alexey Galda, Karl
Jansen, Daniel Blankenberg, and Laxmi Parida. Quan-
tum machine learning framework for longitudinal
biomedical studies. arXiv preprint arXiv:2504.18392,
2025.

[35] Stefano Mensa, Emre Sahin, Francesco Tacchino, Pana-
giotis Kl Barkoutsos, and Ivano Tavernelli. Quantum
machine learning framework for virtual screening in
drug discovery: a prospective quantum advantage. Ma-
chine Learning: Science and Technology, 4(1):015023,
2023.

[36] M Emre Sahin, Benjamin CB Symons, Pushpak Pati,
Fayyaz Minhas, Declan Millar, Maria Gabrani, Stefano
Mensa, and Jan Lukas Robertus. Efficient parameter
optimisation for quantum kernel alignment: A sub-
sampling approach in variational training. Quantum,
8:1502, 2024.

[37] Gabriele Agliardi, Giorgio Cortiana, Anton Dekusar,
Kumar Ghosh, Naeimeh Mohseni, Corey O’Meara, Víc-
tor Valls, Kavitha Yogaraj, and Sergiy Zhuk. Miti-
gating exponential concentration in covariant quantum
kernels for subspace and real-world data. arXiv preprint
arXiv:2412.07915, 2024.

[38] Yunchao Liu, Srinivasan Arunachalam, and Kristan
Temme. A rigorous and robust quantum speed-up in
supervised machine learning. Nature Physics, 17(9):
1013–1017, 2021.

Appendix A: Open-source contributors

This list includes contributors to the source code of
Qiskit ML, and the modules of Qiskit Algorithms that
were integrated into our repository. Some of the authors
of this manuscript are core developers and also open-
source contributors, and do not appear in this list to
avoid duplication.

Guillermo Abad López (GuillermoAbadLopez),
Amira Abbas, (amyami187), Gabriele Agliardi
(gabrieleagl), Vishnu Ajith (charmerDark),
David Alber (david-alber), Sashwat Anagolum
(SashwatAnagolum), Eric Arellano (Eric-Arellano),
Luciano Bello (1ucian0), Martin Beseda
(MartinBeseda), Lev S. Bishop (levbishop), Prakhar
Bhatnagar (prakharb10), Vasily Bokov (VasilyBokov),
Arnau Casau (arnaucasau), Isaac Cilia Attard
(ica574), In-ho Choi (q-inho), Angelo Danducci
(AngeloDanducci), Amol Deshmukh (des137), Zina
Efchary (zinaefchary), Eli Ebermot (ebermot), Julien
Gacon (Cryoris), David Galvin, Gian Gentinetta
(gentinettagian), Frank Harkins (frankharkins),
Shaohan Hu (hushaohan), Junye Huang (HuangJunye),
Caleb Johnson (caleb-johnson), Iyán M. (iyanmv),
Darsh Kaushik (darshkaushik), Dariusz Lasecki
(DariuszLasecki), Felix Lehn (FelixLehn), Jake
Lishman (jakelishman), Sitong Liu (sitong1011),
Manoel Marques (manoelmarques), Declan A. Mil-
lar (declanmillar), Sanya Nanda (SanyaNanda),
Paul Nation (nonhermitian), Yuma Nakamura
(YumaNK), Emilio Peláez (epelaaez), Anna Phan
(attp), Yassh Ramchandani (R-Yassh), Peter Roe-
seler (proeseler), Ruslan Shaydulin (rsln-s),
Francesca Schiavello (FrancescaSchiav), Su Xi-
aoleng (苏小冷, espREssOOOHHH), Divyanshu Singh
(divshacker), Iskandar Sitdikov (icekhan13), Vi-
cente P. Soloviev (VicentePerezSoloviev), Ben-
jamin Symons (Benjamin-Symons), Elena Peña
Tapia (ElePT), Soolu Thomas (SooluThomas),
Arne Thomsen (Arne-Thomsen), Matthew Trein-
ish (mtreinish), Cenk Tuysuz (cnktysz), Rishi
Nandha Vanchi (RishiNandha), Nishant Vasan
(rockywick), Ikko Hamamura (ikkoham), Moritz
Willmann (MoritzWillmann), Matt Wright
(mattwright99), Evgenii Zheltonozhskii (Randl),
Hoang Van Do (Vanimiaou), Stefan Wörner
(stefan-woerner), Christa Zoufal (Zoufalc), Desiree,
LeCarton, andrenmelo, beichensinn, chetmurthy,
rogue-infinity, omarcostahamido, pybeaudouin,
rht, sternparky.

https://doi.org/10.48550/arXiv.2501.17041
https://doi.org/10.1016/j.nima.2008.01.023
https://doi.org/10.48550/arXiv.2404.14133

	 Qiskit Machine Learning: an open-source library for quantum machine learning tasks at scale on quantum hardware and classical simulators 
	Abstract
	Introduction
	Design Structure
	Algorithms and Models
	Built-in Qiskit support
	Classical variational optimizers

	Literature using Qiskit ML
	Outlook and Conclusions
	Code availability
	Author contributions
	Acknowledgments
	References
	Open-source contributors


