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Learning 4-D Spatial Representations Through
Perceptual Experience With Hypercubes

Takanobu Miwa, Yukihito Sakai, and Shuji Hashimoto, Member, IEEE

Abstract—Imagine a day when humans can form mental
representations of higher-dimensional space and objects. These
higher-dimensional spatial representations may enable us to gain
unique insights into scientific and cultural advancements. To aug-
ment human spatial cognition from three to four dimensions, we
have developed an interactive 4-D visualization system for acquir-
ing an understanding of 4-D space and objects. In this paper, we
examine whether humans are capable of formulating 4-D spa-
tial representations through perceptual experience in 4-D space
with 4-D objects. Participants learn about 4-D space and hyper-
cubes through an interactive system, and are then examined on
a series of 4-D spatial ability tests. They demonstrate the abil-
ity to perform perspective taking, navigation, and mental spatial
transformation tasks in 4-D space. The results provide empir-
ical evidence that humans are capable of learning 4-D spatial
representations. Moreover, the results support the interpretation
that humans form a cognitive coordinate system, consisting of an
origin and four directional axes, to understand 4-D space and
objects.

Index Terms—4-D interaction, perspective taking, spatial
representations, spatial transformations, spatial visualization
ability.

I. INTRODUCTION

ENTAL representations of space and objects are
M strongly related to human cognitive processing, which
includes thinking, learning, and problem solving. For instance,
the ability to understand shapes, sizes, orientation, and spatial
relations, to use mental maps to orient oneself in a maze-
like environment, and to imagine different perspectives of an
object is rooted in these mental representations. Furthermore,
spatial representations are important in nearly all areas of
science, technology, engineering, and mathematics, because
spatial thinking is widely used as a tool for learning and devel-
opment. For example, students of these disciplines might draw
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figures and diagrams to grasp the relationships among vari-
ables when solving a problem or proving a theorem. Thus, for
many psychologists, cognitive scientists, and educators, it is of
both theoretical and practical importance to study the cognitive
structure and development of human spatial representations.

As we live in a world with three dimensions and interact
with 3-D objects, we have evolved a vision system and spa-
tial cognition that is adapted to 3-D space and objects. For
many researchers, this naturally makes mental representations
of 3-D space and objects the primary area of interest [1]—[8].
However, it is reasonable to consider whether the dimensional
limitations of the physical world necessarily restrict human
spatial representations to three dimensions. In other words,
the question of whether humans can acquire mental repre-
sentations of higher-dimensional space and objects without
relying on mathematical representations remains an open ques-
tion. As science and technology cannot make advances without
an understanding of complex higher-dimensional data, and
because higher-dimensional spatial representations enable us
to gain direct insights into such data, this fundamental question
merits greater attention.

To answer this question, one possible approach comes from
the theory of empiricism. Empiricist philosophers consider
all human knowledge to be primarily derived from sensory
experience. According to this view, our mental representa-
tions of 3-D space are formed from perceptual experiences
of and interactions with 3-D objects. Assuming this is true, if
we can accumulate experience of higher-dimensional space
in an environment that provides interactions with higher-
dimensional objects, we will acquire mental representations
of higher-dimensional space and objects. Indeed, some studies
have demonstrated the validity of this hypothesis experimen-
tally [9]-[14]. These studies examine human 4-D spatial ability
by measuring judgments of simple 4-D tasks and provide
important evidence that humans are capable of acquiring 4-D
spatial representations. Hence, our current research interest
continues to more complex 4-D judgments, such as spatial
orientation, perspective taking, and spatial transformations.

In this paper, building on our preliminary work [15], we
examine the possibility of acquiring 4-D spatial representa-
tions by testing participants’ abilities to perform perspective
taking and mental spatial representations in 4-D space. In the
experiments, we provide participants with extensive training of
4-D space and objects through the interactive 4-D visualization
system developed in our previous work [16]-[18]. We then use
two different spatial recognition tasks to measure the partici-
pants’ 4-D spatial visualization ability. In the first task, which
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The abilities required for these tasks involve mental
representations of the spatial relations between an individual
and objects in 4-D space. Thus, successful performance by the
participants in these 4-D tasks would provide empirical evi-
dence that humans are able to learn 4-D spatial representations
through perceptual experiences.

The remainder of this paper is organized as follows. First,
we review the relevant literature on 4-D spatial cognition and
state the position of this paper in Section II. In Section III,
we present the configuration of the interactive visualization
system used in the evaluation experiments. In Section IV,
we describe the methods and results of the first experiment,
which assesses perspective taking and navigational skills in
4-D space. We describe the method and results of the second
evaluation experiment, which assesses the ability to perform
mental spatial transformations in 4-D space, in Section V. A
general discussion of the results and their implications is given
in Section VI. Finally, we conclude this paper in Section VII.

II. RELATED WORK

In this section, we review the relevant literature on 4-D
spatial cognition. We first summarize methods from the fields
of computer graphics and virtual reality for visualizing and
interacting with 4-D objects, and then discuss some recent
studies on human 4-D spatial cognition from the field of

psychology.

In this paper, we focus on the first

approach. This has

This advantage helps people determine the overall shape of
a 4-D object and geometric features, such as its size, posi-
tion, and orientation. In previous studies, a 4-D eye-point is
either fixed or undergoes limited changes. Here, we construct a
visualization algorithm that enables 4-D objects to be observed
from an arbitrary position and direction in 4-D space.

There have been some efforts to develop 4-D interaction
techniques. In these systems, the operation of common input
devices, such as a mouse, keyboard, or touch-screen [27], [28]
was associated with geometric operations on a 4-D object.

(metric operations on 4D objects [29]. These systems enable

the user to observe the rotation of a 4-D object in 3-D space.
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Therefore, we have developed

0 0O g O

In our previous work, we constructed a 4-D visualization
algorithm via 5-D homogeneous processing. This algorithm
enables 3-D perspective drawings of any 4-D data to be visu-
alized in 3-D space from an arbitrary 4-D eye-point, viewing
direction, and viewing field {[30], [31]. Moreover, we con-
structed an

We associated human actions in 3-D space with an intuitive
interface, in this case, a flight-controller pad. With this system,
users can observe 4-D data, such as 4-D solids, 3-D time-series
data, and 4-D mathematical data in an arbitrary 4-D viewing
field while intuitively moving in 4-D space

Through these studies, we have found that people utilize
principal vanishing points as landmarks to understand their
position and orientation as they move in 4-D space. Inspired
by this discovery, we developed a novel algorithm that deter-
mines the 4-D eye-point and 4-D viewing direction from the
3-D positions of the principal vanishing points. Using this
algorithm, we constructed a new interactive 4-D visualiza-
tion system that employs the principal vanishing points as
an interface to control the movement of a 4-D eye-point and
changes in the 4-D viewing direction [16]-[18]. To evaluate
the effectiveness of our interactive system based on princi-
pal vanishing points, we compared the usability of our system
with that of two conventional interaction methods: 1) a clas-
sic keyboard-based system, which handles parameter changes
regarding the 4-D eye-point movement and 2) our previous
system, which utilizes a flight-controller pad associated with
human actions in 3-D space. We performed an objective eval-
uation of the operation time and subjective evaluation of how
it feels to operate the system. The results suggest that our
interactive system has superior usability in terms of 4-D [eye=

(4-D data [16]. Therefore, in this paper, we use this interactive
system as an apparatus to train experimental participants and
examine their 4-D spatial ability.

B. 4-D Spatial Cognition

As discussed above, research has shown that 4-D space and
objects can be visualized in 3-D space with the aid of com-
puter graphics and virtual reality. However, it remains to be
determined whether humans can acquire mental representa-
tions or an intuitive understanding of 4-D space and objects
without the aid of mathematical representations.

There are some studies that challenge this possibility. They
can be classified into two categories according to how they
assess 4-D spatial representations. The first category relies
on informal subjective reports that assess the participants’
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ability to acquire an understanding of 4-D space and objects.
For example, Davis et al. [9] reported that mathematicians
who interacted with a hypercube visualized by a computer
claimed that they suddenly “felt” it. These subjective reports
have significant importance as initial evidence of the capability
to develop mental representations of 4-D space and objects.
Nevertheless, informal subjective reports cannot quantitatively
reveal what type of 4-D spatial representations people acquire
from the 4-D experience. Thus, studies including objective
evaluations are needed to probe the possibility and nature of
4-D spatial representations.

The second category relies on objective evaluation methods
that assess performance on cognitive tasks related to 4-D space
and objects. As it is assumed that all spatial tasks are solved
using internal manipulations of mental images, the ability to
solve a certain task within 4-D space can serve as evidence
that a person has 4-D spatial representations in their mental
space.

They
then formed spatial judgments about the geometric features
of the 5-cell, including the distance between two vertices and
the angle between two edges. The results indicate a positive
correlation between the participant responses and the correct
distance and angle, which suggests that participants were able
to make judgments about these 4-D properties.

Although people have demonstrated the ability to form
certain judgments about 4-D objects, this does not in itself
guarantee that their mental representation is actually grounded
in four dimensions.

For this reason, when we examine 4-D
spatial representations through objective evaluation, it is nec-
essary to design a 4-D spatial ability test such that it can never
be solved by such strategies. If it is difficult to design such a
task, the solver’s strategy can be identified as a 4-D one by
behavioral observation, analysis of the experimental results,
and post-experiment questionnaires and interviews.

IEEE TRANSACTIONS ON COGNITIVE AND DEVELOPMENTAL SYSTEMS, VOL. 10, NO. 2, JUNE 2018

{training. Using these criteria, Wang [14] examined 4-D spatial
representations using the hypervolume, which is a geometric
property unique to 4-D space, as a test of 4-D object visu-
alization ability. In the study, the task solvers observed the
3-D orthogonal projection of a randomly shaped 5-cell that
horizontally rotated to a depth direction in 4-D space. They
then provided their answer for the hypervolume of the 5-cell
by adjusting the size of a hyperblock to match that of the
5-cell. The results show a positive correlation between the
solvers’ responses and the correct hypervolume, but not the
definition-based, lower-dimensional cues, and Wang concluded
that the participants’ 4-D spatial representations meet the
abovementioned definition of 4-D spatial representations. This
suggests that humans are able to form some sort of 4-D spatial
representations that help them perform object visualization.
Here, we briefly summarize the common points and differ-
ences between previous research and this paper. Considering
the characteristics of these previous studies, in this paper,
we examine human 4-D spatial representations under the
following conditions.

Moreover, unlike Wang [13], who
restricted 4-D rotation to the depth direction, we allow
participants to observe the 4-D objects from arbitrary
4-D positions and directions. These conditions help the
participants to acquire their own 4-D spatial represen-
tations and make more complex 4-D judgments than
previously shown.

(ferent perspectives. We therefore use spatial tasks that

can be solved by perspective taking, navigational skills,
and mental spatial transformations, rather than simple
tasks, such as distance, angle, and hypervolume esti-
mation. This enables us to verify whether 4-D spatial
representations are sufficiently flexible and uniform to
perform active cognitive processing, such as predictions
of visual changes in 4-D objects, behavioral decisions
in 4-D space, and mental creation of a novel 4-D
object. Moreover, this helps us develop hypotheses about
possible forms of 4-D spatial representations.

(gies. We evaluate each participant’s ability by observing
their actions in 4-D space and scoring their performance
on the experimental tasks. This enables us to ver-
ify whether the participants’ mental representations are
actually grounded in four dimensions.
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III. INTERACTIVE 4-D VISUALIZATION SYSTEM

In this section, we explain the interactive system constructed
in our previous work [16]-[18]. All experiments reported in
this paper were conducted using this system.

A. Basic Concept of the Interactive System

To understand the shape of a 3-D object, humans move
around the object to observe it from various directions in
3-D space. Similarly, to understand the surrounding envi-
ronment, we look around and move in the environment. By
analogy, we consider that, if we can move in 4-D space and
observe 4-D objects from various positions, directions, and
distances, we should be able to acquire an intuitive under-
standing of 4-D space and objects. Based on this idea, in
the interactive system, we display various 3-D perspective
drawings of 4-D objects from an arbitrary 4-D eye-point and
viewing direction. The 4-D eye-point can be interactively con-
trolled to move along a 4-D spherical surface that surrounds
the 4-D object. For this interaction, we focused on using the
principal vanishing points as an interface for 4-D eye-point
control.

Before considering the 4-D case, we begin with a study of
the 3-D case. As stated by Foley et al. [38], in 3-D space,
a perspective projection is a method of mapping 3-D points
to a projection plane. The projection points are obtained as
the intersections of straight projection rays with the projec-
tion plane. The straight projection rays, called projectors, are
formed by connecting the center of projection, called the eye-
point, and each of the 3-D points. The projection plane, called
a 2-D screen, floats in front of the eye-point and is perpen-
dicular to the viewing direction. The perspective projection
shows distant objects as being smaller than near objects. This
is similar to the human eye and camera lenses; therefore, the
perspective projection produces a realistic representation of
a 3-D object on the 2-D screen. To be more precise, when
any parallel lines in 3-D space are not parallel to the 2-D
screen, their perspective projections will converge toward a
single “vanishing point” on the 2-D screen. In 3-D projec-
tive space, the parallel lines intersect at infinity. Hence, the
vanishing point is the projection of the point at infinity asso-
ciated with the parallel lines. If the parallel lines are parallel to
one of the three principal coordinate axes, the vanishing point
is specifically referred to as a “principal vanishing point.” In
the 3-D case, one, two, or three principal vanishing points
will appear on the 2-D screen, corresponding to the number
of principal coordinate axes that are not parallel to the 2-D
screen.

Each principal vanishing point is determined by the geo-
metric relationship among the eye-point, viewing direction,
and principal coordinate system: Conversely, it is possi-
ble to estimate the eye-point and viewing direction in 3-D
space from each position of the principal vanishing points
on the 2-D screen [39]. This implies that it is possible to
control the eye-point in 3-D space by manipulating the posi-
tion of the principal vanishing points on the 2-D screen, as
shown in Fig. 1.

Principal vanishing point

Principal vanishing point

Fig. 1.  Observation of a cube in 3-D space, operating on the principal
vanishing points. (a) 2-D perspective drawing of the cube and the principal
vanishing point. (b) Principal vanishing point after eye-point movement in
3-D space.

Yw

Background hyperplane

4-D observed point
3-D screen
S

4-D eye-point

Py i

The
Wy,

3-D perspective drav&;ing and

principal vanishing points 2y

Fig. 2. Visualization model of 4-D space and objects.

B. 4-D Eye-Point Control by Operating on Principal
Vanishing Points

We now explain interactive 4-D eye-point control by oper-
ating on the principal vanishing points. We extend the setup
explained above from 3-D space to 4-D space. That is, we
consider controlling the 4-D eye-point to move along a 4-D
spherical surface, centered on the origin of the 4-D world-
coordinate system, by handling the principal vanishing points
displayed in 3-D space.

Fig. 2 shows the 4-D visualization model. A 3-D perspec-
tive drawing of a 4-D object is obtained by converting data
defined in the 4-D world-coordinate system x,,y,,2,,W), to data
in the 3-D screen-coordinate system xsyszsws [30], [31]. The
4-D viewing direction is defined as the direction from the
4-D eye-point py(Xp, Yps, Zps» Wp;) to the 4-D observed point
Pa(Xpys Ypas Zpas Wp,) in the 4-D world-coordinate system. The
center of the 3-D screen and that of the background hyper-
plane are located at distances & and f(> h), respectively, from
the 4-D eye-point on the 4-D visual axis. The dimension of the
3-D screen is 2k X 2k x 2k in the 3-D screen-coordinate system.
In contrast to visualization models in conventional studies,
only 4-D objects that are inside the 4-D viewing field (defined
as a truncated pyramid formed by the 4-D eye-point, 8-D
screen, and background hyperplane) fare visualized on the 3-D
screen. The visualization algorithm includes a view field trans-
formation, perspective transformation, and clipping operation
in 4-D space(using 5-D homogeneous processing. This frame-
work can visualize any 4-D data, including points at infinity,
onto 3-D space from an arbitrary 4-D eye-point and viewing
direction.

»l
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vp,, (Red)

vp, (Green)

Two-point 3-D perspective drawing
pr(0, 1.1, 0, 1.1) p,(0, 0, 0, 0)

One-point 3-D perspective drawing
p(0,0,0,1.5) p,(0,0,0,0)

h
H
H
H
'

'

'
h

vp, (Orange)

by vp, (Purple)

Three-point 3-D perspective drawing
pr(0.75, 1.1, 0, 0.75) p,(0, 0, 0, 0)

Four-point 3-D perspective drawing
pr(0.75, 1.1, 0.53, 0.53) p,(0, 0, 0, 0)

Fig. 3. Principal vanishing points and 3-D perspective drawing of a
hypercube. The inside region surrounded by the white dashed wire-frame
cube corresponds to the 3-D screen. [The parameters (k, i, f) for the 4-D
viewing field are (0.5, 0.5, 100).]

The principal vanishing points vpy, vpy, vp;, and vp,, are
represented by projecting points at infinity in the x,,-, Y-, Zy-,
and w,,-directions, respectively, onto 3-D space. As shown in
Fig. 3, the number of principal vanishing points and their 3-D
positions are determined by the spatial relationships among
the 4-D eye-point, 4-D viewing direction, and 4-D world-
coordinate system. Accordingly, it is assumed that there is
a converse relation such that the 4-D eye-point can be derived
from the positions of the principal vanishing points. (Based
on this assumption, we constructed an interaction algorithm
that makes position changes of the principal vanishing points
in 3-D space correspond to 4-D eye-point movement in 4-D
space [16]. This interaction algorithm is composed of two
processing steps. As the user picks and moves one principal
vanishing point in 3-D space, the first processing step esti-
mates the other principal vanishing points from the principal
vanishing point being operated on. The second processing step
estimates the parameters of the 4-D viewing direction from
the principal vanishing points to determine the 4-D eye-point.
With this interaction algorithm, the user can intuitively control
the 4-D eye-point by manipulating the position of the principal
vanishing points in 3-D space while using them as landmarks
to recognize his/her viewing position in 4-D space (for more
details of the algorithms, see Appendix A).

Let us add a complementary explanation of the implemen-
tation of these algorithms. In the 4-D visualization algorithm,
the 4-D view field transformation enables movement of the
4-D eye-point and changes in the 4-D viewing direction from
the 4-D eye-point to the 4-D observed point [30], [31]. Thus,
when we integrate the interaction algorithm into the visu-
alization algorithm, we initially introduce the 4-D eye-point
determined from the second processing step of the interaction
algorithm and the 4-D observed point into the 4-D view field
transformation. We then recalculate the movement of the 4-D
eye-point and the change in the 4-D viewing direction from
the 4-D eye-point to the 4-D observed point. However, part

Head-mounted display 3-D perspective

and 6-DoF sensor

~-3-D screen

Five-button
wireless mouse

"3-D cursor

(@) (b)

Motion sensor

Fig. 4. Example of actual use of the interactive system. (a) Configuration
of the system. (b) Example of the stereoscopic image seen through the head-
mounted display.

of this algorithmic procedure is modified when we implement
the algorithms in the interactive system. In this case, we do
not apply the 4-D eye-point and the 4-D observed point, but
rather the 4-D eye-point and the parameters of the 4-D view-
ing direction derived from the second processing step of the
interaction algorithm to the 4-D view field transformation.
Although this modified 4-D view field transformation may
differ from the 4-D view field transformation of the original
algorithm depending on the movement history of the 4-D eye-
point, in our implementation, this modification has a positive
effect on the style of the 4-D observation. If we implement the
visualization algorithm without any modification, the attitude
of the 4-D eye-point is restricted, as the 4-D upper direction
of the 4-D eye-point is always in the upward vertical direction
in 4-D space. This restriction causes the attitude of the 4-D
eye-point to change at some positions on the 4-D spherical
surface, regardless of the user’s will. (For a specific example,
see Appendix B.) In this state, the continuity of 4-D obser-
vation is not ensured, and the observation becomes unnatural.
To avoid this irregularity in 4-D observation, the movement
history of the 4-D eye-point can be considered in deriving
the parameters of the 4-D viewing direction from the prin-
cipal vanishing points, and the attitude of the 4-D eye-point
is maintained before and after its movement. As a result, our
implementation enables the user to observe 4-D space and
objects while he/she continuously moves the eye-point along
the 4-D spherical surface in a natural style.

C. Configuration of the Interactive System

Fig. 4 shows a configuration of the interactive system. The
system consists of commercially available products: a per-
sonal computer, a head-mounted display with a built in 6-DoF
sensor, a motion sensor, and a five-button wireless mouse.
The 3-D virtual space seen through the head-mounted display
coincides with the x;yzs-space in the 3-D screen-coordinate
system x;yszsws. The movable region for two of the principal
vanishing points, vp, and vpy, is restricted to the x,ys-plane
and the ys-axis, respectively, whereas the other principal van-
ishing points, vp; and vp,, can move freely in 3-D space.
These restrictions mean that the 4-D upper direction of the
4-D eye-point is maintained in an upward or downward ver-
tical direction in the 4-D world-coordinate system during the
interaction. The 3-D virtual space has the same scale as real
space, and the viewing position and viewing direction in 3-D
virtual space are associated with the user’s head position and
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orientation, respectively; likewise, the user can observe a 3-D
perspective drawing from any direction. The 3-D perspec-
tive drawing, principal vanishing points, and 3-D screen are
displayed in 3-D virtual space as a stereoscopic image. The
3-D screen has a size of 300 mm x 300 mm x 300 mm,
and is placed 1.5 m off the ground according to the user’s
request. Under these conditions, the user observes various 3-D
perspective drawings of the 4-D object while handling the
@principal vanishing points in 3-D space with simple pick-and-

'move operations using a 3-D cursor associated with their hand
motion.

IV. EXPERIMENT 1: PERSPECTIVE TAKING

To examine whether humans can form 4-D spatial represen-
tations, we conducted two different experiments that assess the
ability to perform spatial tasks in 4-D space. In this section,
we describe the first experiment, which assesses perspective
taking skills and navigational skills in 4-D space.

A. Methods

We first introduce the participants, apparatus, and stimuli of
the experiment.

1) Participants: Eight male participants and four female
participants were tested. Their mean age was 20.5 years. Seven
participants were students or graduates in science and engi-
neering courses, and the others were students in arts courses.
None of the participants had knowledge or experience of 4-D
space and objects, and had no prior knowledge of the design
of the experimental tasks.

2) Apparatus: We used a personal computer (Intel Core
i7 3.90 GHz, NVIDIA GeForce GTX 680, 32-GB RAM)
installed with Windows 8.1 (Microsoft), a head-mounted dis-
play (Oculus Rift DK2), a motion sensor (Microsoft Kinect
v2), and a wireless mouse (ELECOM M-GE3DL). The soft-
ware was implemented in C#, OpenTK, and the SDKs of
the system components under Visual Studio (Microsoft).
The system guarantees real-time performance (75 frames/s)
during the experimental tasks. The participants used the
head-mounted display and the five-button wireless mouse to
accomplish experimental tasks performed in the interactive
system. Although the head-mounted display and motion sen-
sor have a small latency, this did not affect the participants’
performance.

3) Stimuli: We used a hypercube as the observation object.
A hypercube is the 4-D analog of a cube, and consists of
eight cubical cells. In total, a hypercube has 16 vertices, 32
edges, 24 surfaces, and 8 cells. Four of the eight cells are
connected at each vertex, three of those are connected at each
edge, and two of those are connected at each surface. Opposite
cells are parallel to each other, and consecutive cells form a
right angle with each other in 4-D space. In the experiment,
the coordinates of the vertices of the hypercube are given as
permutations of (£0.5, 0.5, £0.5, £0.5). We assigned a dif-
ferent color (red, pink, green, cyan, purple, white, orange, or
yellow) to each cell of the hypercube and placed it at the origin
of the 4-D world-coordinate system such that each of the eight
cells was located in a different positive or negative position on

Question: Which two of four objects are
the same object given on the far left?

® OO

(a)

Question: Which color is opposite to the green surface?

2

Fig. 5. Examples of the preliminary test. (a) MRT. The second and third
options from the left are correct. (b) CCT. “Red” is the correct answer.

each axis of the 4-D world-coordinate system, at a distance of
0.5 from the origin. To clearly visualize the edges inside the
3-D perspective drawings of the hypercube, the 3-D perspec-
tive drawings were rendered with a semitransparent surface
and a reticular stipple pattern. During the experiment, the par-
ticipants interacted with this hypercube using the interactive
system.

B. Procedure

Each participant took a preliminary test and filled out a self-
profiling form at the beginning of the evaluation experiment.
This took approximately 30 min. Participants then received a
brief lecture on some basic aspects of 4-D space and objects,
the 4-D visualization model, and how to use the interactive
system based on an analogy with 3-D space. This explanation
took approximately 15 min.

After the preliminary test and lecture, the participants under-
went a 4-D learning period. We first gave the participants
approximately 10 min to practice using our system and make
personal adjustments. (The participants then studied 4-D space
and the hypercube to acquire 4-D spatial representations. The
length of the learning period varied from 120 to 180 min for
each participant. Including breaks, the learning period took
approximately 140-210 min in total.

Finally, the participants proceeded to the task period, which
took approximately 60 min. The participants were asked to
handle the navigational tasks in 4-D space based on their 4-D
spatial representations. To check the strategies used by partic-
ipants for the experimental tasks, we interviewed them after
they had finished the test.

Because the total duration of the experiment was too long to
run in a single day, we limited the participants’daily operating
time to 120 min in consideration of their tiredness. If partici-
pants were in the middle of the experimental work when this
time limit was reached, they suspended the task and resumed
it the next day.

1) Preliminary Tests: As individual differences in 3-D spa-
tial perception could affect the development of 4-D spatial
representations, we ran a preliminary test to determine the
participants’ intrinsic spatial ability. Fig. 5 shows examples


emilydonovan
Highlight

emilydonovan
Sticky Note
i do not understand why you would do this over physically moving around on the surface of the 4sphere -look up earlier paper


emilydonovan
Highlight

emilydonovan
Highlight

emilydonovan
Highlight

emilydonovan
Highlight

emilydonovan
Highlight

emilydonovan
Highlight

emilydonovan
Highlight


256

IEEE TRANSACTIONS ON COGNITIVE AND DEVELOPMENTAL SYSTEMS, VOL. 10, NO. 2, JUNE 2018

TABLE I
RESULTS OF THE PRELIMINARY TESTS

Participant

Survey items A B C D E F G H I J K L
Spatial ability

MRT 2.4 5.6 3.6 3.9 2.0 2.4 3.1 1.9 3.0 2.7 2.7 1.9

CCT 1.7 2.7 22 2.4 0.7 L.5 22 1.7 1.9 1.2 2.1 1.3
Spatial Confidence

SBSOD 2.5 4.4 2.8 2.7 1.9 1.3 1.5 2.3 1.8 2.7 3.1 33

VISQ 2.4 3.1 3.0 2.8 1.6 1.3 2.3 2.0 1.6 2.5 2.9 35
Profile

Age 20 20 20 19 20 19 20 19 20 27 22 20

Sex Male Male Male Male Male Female Female Female  Female Male Male Male

Academic background | Science Art Science  Science Art Art Science  Science  Science  Science  Science Art

of the preliminary test. We used 20 trials of the redrawn ver-
sion of the mental rotation test (MRT) [40] and ten trials of
the color cube test (CCT), which we developed ourselves. For
both tests, we recorded the number of correct responses and
the total response times. The overall score was calculated by
dividing the number of correct answers by the total response
time; thus, the higher the score, the better the spatial ability.
In addition to these two spatial ability tests, we used self-
reporting to determine the participants’ spatial confidence. We
used the Santa Barbara sense-of-direction scale (SBSOD) [41],
which consists of 15 questions, land the visual imagery style
questionnaire (VISQ) [42], which consists of 12 questions.
For both tests, the participants were asked to respond to each
question on a scale of 1-5. The overall score was calculated as
the average over all responses, where a higher score indicates
better spatial confidence.

Table 1 presents the results of the preliminary test. The
participants exhibited a range of 3-D spatial ability and spa-
tial confidence. We discuss whether these individual variations
affected the results of the 4-D spatial ability tests in Section VI.

2) Learning Tasks: In the learning task, participants were
asked to observe and understand 4-D space and the hypercube.
Using the interactive system, each participant observed the
hypercube from various positions in 4-D space while moving
freely around the hypercube. The participants were allowed to
work on the learning task until they were satisfied with their
understanding, up to a time limit of 180 min. The participants
were allowed a 5-min break every 30 min. An illustration
of the learning task can be found in the video clips in the
supplementary material.

3) Perspective Taking and Navigational Tasks: In the test,
participants were asked to guide themselves to a 4-D check-
point position. The test consisted of two stages. Each stage
had one practice trial followed by ten experimental trials. In
the first stage, participants started from a 4-D position on the
wy-axis and moved toward one checkpoint. Thus, the partic-
ipants visited ten checkpoints in total. The checkpoints were
randomly selected from the 4-D positions from which three or
four cells of the hypercube could be seen at once. In the second
stage, participants again started from a 4-D position on the w,,-
axis, and this time traveled through four checkpoints in order.
Thus, the participants visited 40 checkpoints in total. The
checkpoints were randomly selected from the 4-D positions

from which one, two, three, or four cells of the hypercube
could be seen at once. For each trial, the target checkpoint
was described orally as a set of cell colors that participants
would see at the checkpoint, for example, go to a position
in 4-D space from which you can see red, green, purple, and
orange cells simultaneously.” To solve this task, participants
needed to imagine a point from which they could obtain the
desired perspective of the hypercube and identify a reasonable
route to the checkpoint in 4-D space, based on their mental
representations of 4-D space and the hypercube. If the partic-
ipants guided themselves to the checkpoints smoothly without
losing spatial orientation in 4-D space, they were considered
to have successfully acquired 4-D spatial representations.

C. Results

This experiment was designed around an individual subject
analysis based on behavioral observations. The experimental
score is the number of target checkpoints that the participants
moved to from the starting point or the previous checkpoint
without losing track of their position and the direction of the
target checkpoint in 4-D space. Considering the tendencies
exhibited by the participants in our preliminary research [15],
we defined criteria to determine whether the participants had
become lost in 4-D space. That is, the participants should not
arrive at the checkpoint by a random walk approach, they
should not travel back and forth to the same position many
times, and they should not move in the wrong direction once
they were fairly close to the target checkpoint. For each trial,
we carefully observed the participants’ operations on the prin-
cipal vanishing points in 3-D space and the moving path of the
4-D eye-point in 4-D space, and judged whether the navigation
was a success or failure.

Table II presents a summary of the learning time, score, and
participants’ strategy toward the experimental tasks. Overall,
eight participants (A, B, C, D, G, J, K, and L) navigated
smoothly in both stages, which suggests that they were able
to perform perspective taking and acquire navigational skills
in 4-D space. Three participants (E, H, and I) exhibited worse
performance in the first stage or both stages. Participant F
dropped out of the experiment after the learning task, because
she was not able to form a mental image of 4-D space and
the hypercube.
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TABLE I
RESULTS OF EXPERIMENT 1

Participant

Performance A B C D E F G H I J K L
Learning time [min] 130 180 180 120 180 180 150 180 180 180 180 160
Score

First stage 9710 8/10 71710 71710 5710 — 8/10 2/10 2710 7/10 9710 8/10

Second stage 38/40 31/40 34/40 38/40 26/40 — 38/40 27/40 8/40 39/40 39/40 33/40
Strategy

Direct flight O X O O X X O X O

Relay-points O O O O O O O O O

Trial and error X X X X O O X X X

(b

Fig. 6. Difference in principal vanishing point operations. (a) Direct flight strategy (participant D). (b) Relay-points strategy (participant A).

From our observations of the participants’ actions in 3-D
and 4-D space, we identified three strategies used in the exper-
iment: the direct flight strategy, the relay-points strategy, and
the trial-and-error strategy. Successful participants used the
direct flight strategy and the relay-points strategy. The former
involves moving directly along the shortest path to the check-
point, whereas the latter involves creating paths by moving
from view to view in a way that will surely lead to the target
checkpoint. The participants who used these strategies were
able to recover their spatial orientation even if they moved in
the wrong direction or made a detour in 4-D space.

A significant difference between the direct flight strategy
and the relay-points strategy is the number of operations on
the principal vanishing points. Participants who guided them-
selves in 4-D space with the direct flight strategy performed
fewer operations. In most cases, participants needed only one
or two steps to accomplish the task. Another distinctive differ-
ence is the shape of the 4-D eye-point movement path. When
we visualized the trajectory of the 4-D eye-point movement
onto the 3-D screen with our interactive system, the trajec-
tory of the direct flight strategy was shorter and had fewer
bends than the other strategies. Considering these character-
istics, we classified each successful trial manually based on
behavioral observations of the participants’ operations in 3-D
space and visual observations of the trajectory of the 4-D
eye-point movement.

We show a typical sample of the operations in Fig. 6; other
results display similar trends. We use trial #26 of the second
stage as an example. In this trial, participants moved from the
starting point near (0.75, —0.75, 0.75, 0.75) to the checkpoint
near (—0.75,0.75, —0.75, —0.75). In other words, participants
moved from the starting point to the other side of the 4-D
spherical surface. Fig. 6 depicts screen shots of a series of
principal vanishing point operations. Participant D used the
direct flight strategy and accomplished the task in two steps,
which was the minimum number of operations required. He
simply moved the principal vanishing points vp, and vp, par-
allel to the ys-axis. In contrast, participant A required four
steps to reach the checkpoint. He moved the principal van-
ishing points vp, and vp,, parallel to the z,-, x,-, and yg-axis
step-by-step using the relay-points strategy. In this strategy,
participants create paths by the following easy-to-understand
views in a way that is sure to reach the target checkpoint.

Fig. 7 shows the trajectories of the 4-D eye-point move-
ments corresponding to the trial shown in Fig. 6. Using
our interactive system, we draw the trajectory in 4-D space
and visualize it on the 3-D screen from the 4-D eye-point
(0,0,0,2.1) to the 4-D observed point (0, 0, 0, 0). The param-
eters (k, h, f) of the 4-D viewing field are (0.5, 0.5, 100). Note
that we show the left view of the stereoscopic image displayed
on the head-mounted display. Participant D’s trajectory gener-
ally forms a unique smooth curve that represents the shortest
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path from the starting point to the checkpoint. Participant D
passed through the zenith of the 4-D spherical surface as if
it were an aerial passage following the polar route. In con-
trast, participant A’s trajectory includes three bends. Each bend
corresponds to the point at which the participant changed an
operation on a vanishing point or changed the direction of
movement of the principal vanishing points. Thus, (participant
A traveled through some relay points where he could con-
firm one or two cells included in the target perspective of the
hypercube to ensure that he could reach the checkpoint.

According to the post-experiment interviews, all of the suc-
cessful participants attempted to predict the direction of the
target checkpoint. They also reported trying to plan a secure
route from the starting point to the checkpoint by predict-
ing the visual changes in the 3-D perspective drawing of the
hypercube. For example, participants A and D reported that
they used the direct flight strategy when they were required
to move to the other side of the 4-D spherical surface and
used the relay-points strategy when they needed to succes-
sively operate multiple principal vanishing points to reach a
checkpoint. The successful participants had confidence in their
strategy and understanding. Therefore, we are probably justi-
fied in thinking that the participants developed some sort of
mental representations of 4-D space and the hypercube, and
performed perspective taking and navigation in 4-D space.

In contrast, the unsuccessful participants relied heavily on
the trial-and-error strategy. Fig. 7(c) visualizes participant E’s
trajectory. The zig-zag lines indicate that the participant got
lost in 4-D space and moved the principal vanishing points
at random in 3-D space. In particular, participants E and I
exhibited little skill in operating principal vanishing points vp,
and vp,, in the zg-direction, and they could not understand the
4-D eye-point movement in the 4-D direction corresponding to
that operation. When participants observe a 3-D object from
various directions in 3-D space, they need only move their
eye-point vertically and horizontally around the object. Thus,
the participants might naturally understand the correspondence
between the 4-D eye-point movement and the principal van-
ishing point operations in the x;- and ys-directions. However,
when the participants attempt to move in 4-D space, this
understanding is insufficient. These participants probably saw
the 3-D perspective drawing as a 3-D object that changed
its appearance according to special transformation rules. As
a result, they failed to understand the relationship between
the principal vanishing point operations in 3-D space and the
eye-point movement in 4-D space. We conclude that these par-
ticipants failed to acquire 4-D spatial representations and that
their understanding was insufficient for perspective taking and
navigation in 4-D space.

V. EXPERIMENT 2: MENTAL SPATIAL TRANSFORMATION

We received a positive insight into the possibility of par-
ticipants using 4-D spatial representations from the results
of Experiment 1. However, because Experiment 1 included
some overlap between the learning tasks and the experimen-
tal tasks, it remained unclear whether the participants had
acquired actual 4-D spatial representations or simply gained

(0,0, 0, 2.1) (0,0, 0, 2.1) 70, 0, 0, 2.1)

2,(0, 0,0, 0) 7,(0, 0,0, 0) 2,(0,0,0,0)
(a) (b) (©)
Fig. 7. Difference in the trajectory of the 4-D eye-point movement.

(a) Direct flight strategy (participant D). (b) Relay-points
(participant A). (c) Trial-and-error strategy (participant E).

strategy

Fig. 8.

Example of the stimuli.

route knowledge of operations on the principal vanishing
points. Thus, it was necessary to examine whether the par-
ticipants’ representations were universal and flexible enough
for a novel 4-D spatial task. In this section, we describe a
second experiment that tested the participants’ ability to per-
form mental spatial transformations and manipulations of a
4-D object.

A. Method

We first introduce the participants, apparatus, and stimuli of
the experiment.

1) Participants: The 12 participants involved in Experiment
1 were invited to join Experiment 2.

2) Apparatus: We ran the experiment under almost the
same conditions as Experiment 1, with the exception that, in
this experiment, participants could not use the wireless mouse.

3) Stimuli: The stimuli were four four-point 3-D perspec-
tive drawings of one novel hypercube. Each stimulus was
formed by randomly assigning a different color to each cell in
the hypercube. The hypercube was then projected from four
different 4-D viewing positions chosen from 16 candidates.
As a result, these 3-D perspective drawings had the same
exterior shape and different colorings. The four 3-D perspec-
tive drawings were arranged in a single line in 3-D virtual
space. Using the interactive system, the participants observed
the stimuli from various directions in 3-D virtual space to
mentally reconstruct the entire image of the hypercube.

Fig. 8 shows an example of the stimuli (see video clip in the
supplementary material). As in Experiment 1, to clearly visu-
alize the inside of the 3-D perspective drawings, we rendered
them with semitransparent surfaces with a reticular stipple pat-
tern. Each of the 3-D screens was sized at 200 mm x 200 mm
x 200 mm, and they were positioned 200 mm apart.

B. Procedure

After completing Experiment 1, the participants proceeded
to Experiment 2. Each participant received an explanation of
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Participant
Performance A B C D E F
Scores
Number of correct color-pairs 10/ 10 10/ 10 10/ 10 10/ 10 — —
Number of correct answers 8/ 10 5710 10/ 10 10710 — —
Confidence 5 3.6 4.6 4.3 — —
Mean response time [s] 278 + 91 564 + 163 254 £+ 248 325 £ 202 — —
Solution
Mental 4-D eye-point movement O X O O — —
Mental 4-D axes simulation X X X X — —
Participant
Performance G H 1 J K L
Scores
Number of correct color-pairs 9710 10710 41710 10/ 10 10/ 10 8710
Number of correct answers 9/10 5/10 4/ 10 10/ 10 7710 8/ 10
Confidence 3.9 2.7 3.1 4.7 4.4 3.7
Mean response time [s] 279 + 171 375 + 65 264 + 73 212 + 84 578 £ 432 450 + 279
Solution
Mental 4-D eye-point movement O X X X X O
Mental 4-D axes simulation X X X O O X
Yellow Puple allocated to two cells facing each other in the hypercube. Note

Cyan

Green .

Red Orange
White

Fig. 9. Response sheet for the reconstructed coloring pattern.

the experimental task before completing one practice trial fol-
lowed by ten experimental trials. To confirm the participants’
strategies toward the task, they were interviewed after finishing
all trials.
In each trial, the participants needed to mentally reconstruct
a hypercube from the multiple 3-D perspective drawings dis-
played in 3-D virtual space. They were then asked to complete
the response sheet shown in Fig. 9 to explain the coloring
f the hypercube. Thus, this test is the 4-D version of the
CT shown in Fig. 5(b). Each participant allocated the eight
colors to the graph on the right according to the analogy
with the sample on the left, which represents the coloring
pattern used in Experiment 1. Additionally, the participants
rated their self-confidence in each response on a scale of 1-5,
where 5 represents the positive end of the spectrum. This task
requires the ability to transform and manipulate the 4-D struc-
ture of the hypercube from the given 3-D perspective drawings.
Therefore, strong performance in this experimental task is an
indicator of success in learning 4-D spatial representations.
This experiment was designed around an individual-subject
analysis. The experimental score is the number of correct
color-pairs, number of correct answers, and mean confidence
rating for the ten trials. The number of correct color-pairs
corresponds to the number of trials (out of ten) for which
the participants correctly identified the four pairs of colors

that we counted the answers as being correct even if they were
rotated in 4-D space.

C. Results

The participants’ performance and confidence ratings are
presented in Table III. We summarize the score, mean response
time, and participants’ strategy. Overall, seven participants
(A, C, D, G, J, K, and L) were able to mentally reconstruct
the hypercube from its 3-D perspective drawings with a high
degree of confidence. Three participants (B, H, and I) exhibited
lower performance and confidence levels. Two participants (E
and F) dropped out of the test because they could not imagine
the structure of the hypercube at all.

As there are 210 possible coloring patterns, the probability
of a participant successfully completing the task at random is
1/210. The number of correct answers for participants other
than E and F was higher than the random chance level. If the
participants were able to find correct color-pairs in some way,
they were finally required to decide whether the reconstructed
hypercube was the normal object or a mirror object of the
correct hypercube. In this case, the chance of correctly guess-
ing at random is ultimately 1/2. Six participants in the high
performance group (A, C, D, G, J, and L) performed signif-
icantly better than the random chance level, suggesting that
they were able to utilize their 4-D mental representations to
solve the task. Although participant K’s score only surpassed
the level of random chance by a small margin, his performance
was distinctive. He was wrong on the first three trials, and then
gave the correct answer for seven consecutive trials. According
to his comments, after the first three trials, he noticed that his
answers were mirror objects due to a misunderstanding of the
coloring pattern of the sample hypercube represented on the
left side of the response sheet; he then corrected his mental
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representation. Thus, we consider that participant K should be
included among the successful participants.

According to the post-experiment interviews, the success-
ful participants seemed to solve the hypercube reconstruction
test with a two-step approach. First, they found four sets of
two cells that face each other in 4-D space. One solution is
the elimination method; another is to focus on the principal
vanishing points. If the participants understood that two such
cells were on the same principal coordinate axis in 4-D space,
they were able to determine the four sets by looking for the
two cells corresponding to the same principal vanishing point.

The second critical step involves constructing the hypercube
by appropriately arranging the four sets of two cells in 4-D
space. One solution is to mentally simulate the 4-D eye-point
movement to determine the 4-D spatial relationship among the
four sets of two cells. For example, participant C reported that
he simulated visual changes in the 3-D perspective drawing of
the hypercube, starting from a one-point perspective drawing
of each four-point 3-D perspective drawing, by mentally oper-
ating the principal vanishing points. Participants A, D, G, and
L reported trying similar solutions. This approach is grounded
in 4-D spatial thinking. In addition, the participants’ high con-
fidence ratings reflect a successful understanding of 4-D space
and objects. Therefore, the results suggest that these partici-
pants were able to form mental representations of 4-D spatial
structures through 4-D interactions, and that they applied their
representations to the novel 4-D task.

Participants J and K used an alternative solution, although
they mentioned an awareness of the strategy of mental 4-D
eye-point movement. They focused on one 3-D perspective
drawing in the stimulus, and used four lines joining each
principal vanishing point and the center of the 3-D screen
in 3-D space. They assigned each of the four cells appear-
ing in the 3-D perspective drawing to one end of each axis
on the response sheet, while remembering the visual change
from a one-point 3-D perspective drawing to a four-point 3-D
perspective drawing such that these four lines corresponded
to the four principal coordinate axes of the response sheet.
Then, they simply allocated the remaining four colored cells
to the other ends of the 4-D principal coordinate axes. This
strategy is more systematic than the first solution. Participants
J and K discovered this solution from a deep understanding of
the hypercube’s structure and principal vanishing points. They
mentioned noticing the approach based on 4-D eye-point con-
trol simulation, but chose this solution to reduce the mental
workload. In particular, participant K reported that he instantly
imagined the entire image of the hypercube while looking
at the 3-D perspective drawings and without thinking deeply.
Although the exact nature of the structure of their mental rep-
resentations is not clear, we are probably justified in thinking
that participants J and K were able to acquire 4-D spatial
representations.

In contrast to these successful participants, participants B,
H, and I could not reconstruct the hypercube. We consider
some possible scenarios for this failure. First, these partici-
pants failed to expand their spatial representations from three
to four dimensions. The results of participants B and H fit
this scenario, as they reported being able to find the four sets

of two cells that faced each other in 4-D space, but could
not assemble them correctly because they failed to determine
whether the reconstructed coloring pattern was correct or if it
was a coloring pattern corresponding to the 4-D mirror image
of a stimulus hypercube. It appears that they tried to com-
pare the four 3-D perspective drawings in 3-D space. Second,
the participants completely failed to acquire 4-D spatial rep-
resentations. This scenario is consistent with participant I’s
result. She reported trying to imagine the 4-D structure of the
hypercube, but was unable to. Based on these comments, we
conclude that these three participants were unable to apply
their experience to the mental simulation and manipulation of
4-D space and objects.

VI. GENERAL DISCUSSION

In this paper, we have investigated whether humans are
capable of acquiring 4-D spatial representations. Twelve par-
ticipants interactively observed and learned about 4-D space
and a hypercube with the use of an interactive system that
utilizes the principal vanishing points as the interface for 4-D
eye-point control. Their performance on two different 4-D spa-
tial ability tests was then examined. Seven participants (A, C,
D, G, J, K, and L) demonstrated the ability to imagine them-
selves at a different perspective in 4-D space with respect to
the observation object, to update their understanding of an
object while moving in 4-D space, and, having observed the
object, to understand the relationship between multiple views
of the object. Although the exact nature of the 4-D spatial
representations is still not known, the present results suggest,
at the very least, that mental representations of 4-D space and
objects can be formed from experience and interactions in a
4-D environment.

A. 4-D Spatial Representations Versus Reinforcement
Learning

The primary concern about our experimental results is
whether the participants’ performance can be explained by
the use of true 4-D spatial representations or, instead, by
other low-level solutions! Although the participants’ solutions
varied, we can rule out some low-level solutions.

First, the tasks in the experiments cannot be solved with
mathematical solutions. The participants were theoretically
able to estimate their 4-D position from the principal van-
ishing points, as we showed in our interactive system in
Experiment 1. They were also able to estimate spatial rela-
tions of multiple 3-D perspective drawings by calculating the
4-D coordinates of the hypercube vertices based on triangu-
lation, as in Experiment 2. None of the participants reported
using this strategy in both experiments. Furthermore, none of
the participants had prior knowledge of the geometry of 4-D
solids. Even if they did, the relevant calculations would be too
difficult to perform in real time during the experiment.

Second, the successful participants did not rely on a
trial-and-error approach or chance. The evidence is that, in
Experiment 1, the participants’ operations on the principal van-
ishing points and their trajectories in 4-D space show no signs
of relying on these approaches. Furthermore, the participants’
scores in Experiment 2 cannot be explained by chance.
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TABLE IV
CORRELATION FACTORS BETWEEN THE EXPERIMENTAL
RESULTS AND THE PRELIMINARY TESTS

Experiment 1 .
. . Experiment 2
Test items | First stage  Second stage
MRT 0.249 —0.017 —0.130
CCT 0.306 0.072 —0.243
SBSOD 0.464 0.290 —0.110
VISQ 0.760 0.520 0.405

Third, the performance of the successful participants can-
not be explained by the use of low-level solutions akin to
reinforcement learning, which does not cover 4-D spatial
representations. There is a possibility that the participants
remembered the whole sequence of 3-D perspective drawings
of the observation object and traced one perspective to the
next, which was remembered as being closer to the target
checkpoint. Because the participants interacted with the same
hypercube in both learning task and Experiment 1, this expla-
nation could fit the results of Experiment 1 but not those of
Experiment 2. As described in Section V, the participants saw
only four 3-D perspective drawings of a hypercube, which had
a new coloring pattern, in this test. Thus, it would not be pos-
sible to rely on the memory of a sequence of 3-D perspective
drawings. Rather, the participants were required to interpolate
intermediate views of the given 3-D perspective drawings of
the hypercube from different perspectives in 4-D space while
taking the spatial structure of the hypercube into account. In
other words, the experiments did not require the participants to
remember all perspectives of the hypercube, but to learn gen-
eral rules and operations to help them make 4-D judgments on
unfamiliar problems. Therefore, combining the results of both
experiments, a reasonable interpretation of the present results
is that the successful participants developed 4-D spatial repre-
sentations that help in perspective taking, navigational skills,
and mental spatial transformations in 4-D space and which go
beyond simple reinforcement learning.

B. Individual Variation Among the Participants

There is some apparent variation among the participants,
both in the amount of 4-D experience needed to learn 4-D
spatial representations and in their performance level on the
4-D spatial ability tests. We know it is difficult to determine the
actual cause for this individual variation because of the small
number of participants. However, it is important to study this
point for future 4-D spatial cognitive research.

One possible interpretation of the individual variation is that
the participants’ intrinsic spatial ability, spatial confidence, and
focus of attention on the tests varied and affected their 4-D spa-
tial learning. We can verify this interpretation by calculating
the correlation factors between the scores on the 4-D spatial
ability tests and the scores on the preliminary tests. Table IV
presents the correlation factors. Against our expectations, the
scores on the 4-D spatial ability tests and the 3-D spatial ability
tests are not significantly correlated. In contrast, the hypercube

recognition tests and the CCT exhibit a weak negative correla-
tion, even though they differ only in dimension. This suggests
that the participants’ intrinsic spatial ability has a negligible
impact on their development of 4-D spatial representations.
Furthermore, this generates the hypothesis that the process-
ing of 4-D visual information and 3-D visual information is
related to different mechanisms.

There are positive correlations between the scores on the
4-D spatial ability tests and 3-D spatial confidence. In partic-
ular, the correlation between the 4-D spatial ability tests and
VISQ is significant. This suggests that self-awareness of good
spatial skills encourages the development of 4-D spatial rep-
resentations. Some recent studies [43], [44] investigating the
effect of stereotypical threats on human spatial ability support
this suggestion.

There is also a general trend whereby participants from
science and engineering courses outperform those from arts
courses. Six out of seven participants from science and
engineering courses successfully completed the experiments,
whereas only one out of five participants from arts courses was
able to acquire 4-D spatial representations. Moreover, this arts
student had studied science at a high level until fairly recently.
As researchers have pointed out, there is some relationship
between spatial ability and mathematical aptitude [45], [46].
Thus, it is not unexpected that the participants’ intrinsic math-
ematical knowledge might have positively affected their 4-D
learning.

C. Possible Forms of 4-D Spatial Representations

In Section II, we reviewed several previous studies that
examine the possibility of acquiring 4-D spatial representa-
tions. Because these only demonstrate that humans can acquire
4-D spatial representations, it is important to discuss possible
forms of 4-D spatial representations. Certain explanations are
consistent with the participants’ strategies in the experimental
tasks.

One plausible explanation is that the participants formed a
cognitive coordinate system consisting of an origin and four
directional axes. This type of representation has been demon-
strated in many studies on 3-D spatial cognition. Consequently,
it is natural that humans might represent 4-D space and
objects within a 4-D coordinate system. In particular, in these
experiments, because the participants used principal vanishing
points, which represent the points at infinity on the 4-D world-
coordinate axes, and because they observed a hypercube that
was positioned so that each cell was perpendicular to one cor-
responding 4-D principal coordinate axis and parallel to the
other three 4-D principal coordinate axes, there is a high prob-
ability that the participants developed and used this type of
4-D spatial representation. In Experiment 1, if the participants
formed a 4-D cognitive coordinate system, they would be able
to make a rough estimate of the positional relationship between
themselves and a target checkpoint in 4-D space, and to guide
themselves to the checkpoint position. This {type of spatial
representation is consistent with both direct flight strategy and
relay-points strategy. In Experiment 2, with this coordinate
system, they would be able to reconstruct a hypercube by
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considering its orientation within the 4-D world-coordinate
system, which is invariant with respect to the 4-D viewing
direction. In particular, the strategy used by participants J and
K supports the validity of this explanation.

Although the 4-D cognitive coordinate system seems appro-
priate as the hypothetical form of the 4-D spatial representa-
tions, it remains to be determined whether the four axes are
perpendicular to each other in the participants’ mental space.

s recent spatial cognitive research has shown that the pri-

ary form of human spatial knowledge is a graph structure,
rather than an absolute map-like coordinate system [8], it is
highly likely that the cognitive 4-D coordinate system of 4-D
spatial representations does not have strict orthogonal axes.
Therefore, the participants are assumed to have performed the
experimental tasks based on static mental representations of
4-D space and objects. The question of the orthogonality of
the 4-D cognitive coordinate system will be examined in future
work.

Another possible explanation is that the participants per-
ceived the hypercube as a 3-D object that changed its appear-
ance according to special transformation rules. It is possible
to solve the perspective taking test by memorizing the rules
of shape transformations or the sequence of color changes in
the 3-D perspective drawings for all patterns of operations on
the principal vanishing points. The unsuccessful participants
may have relied on this type of representation. (For the suc-
cessful participants, however, this explanation can be ruled out
by their actions in Experiment 1. For example, when the par-
ticipants were at a 4-D position on the x,,-axis, only principal
vanishing point vp, appeared at the center of the 3-D screen.
In this case, the participants could not operate principal van-
ishing point vp, in the zs-direction in 3-D space because of
the restriction of the interactive system. In other words, in
this situation, the possible movement directions were limited
in 4-D space. A similar situation occurred when the partici-
pants were at a 4-D position on the y,-axis, but despite this
restriction, some successful participants tried to operate the
principal vanishing point in the prohibited direction in 3-D
space. If the interactive system were improved to allow the par-
ticipants to perform such an operation, they could have directly
approached the target checkpoint in 4-D space. Because they
could not experience such 4-D eye-point movement, conceiv-
ing this action required the participants to imagine the 4-D
spatial relationship between their own position and the target
position. Consequently, the fact that the participants attempted
this kind of action indicates the successful acquisition of actual
4-D spatial representations.

D. Perspective Taking Versus Object Rotations

Although our interaction technique includes the geometric
computation of 4-D eye-point movements, it is difficult to dis-
tinguish the 3-D perspective drawings from those obtained by
object rotation. This may allow the participants to interpret the
4-D experience in two ways: 1) to imagine eye-point move-
ments in relation to the hypercube or 2) to imagine rotations
of the hypercube about a plane or planes passing through the
center of the hypercube. Indeed, according to the comments

of the seven successful participants, three (C, K, and L) used
the former interpretation and four (A, D, G, and J) used the
latter. We consider this difference to underlie the embodiment
of spatial cognition. Research has shown that perspective tak-
ing is related to transformations of the internal representations
of the body [47]-[49], whereas object rotations are related to
the image of hand motions [50], [51]. In the present exper-
iments, changes in the visual appearance of the hypercube
are linked to the participants’ hand motion for pick-and-move
operations of the principal vanishing points. Although the par-
ticipants walked around the 3-D virtual space to see the 3-D
perspective drawing displayed on the 3-D screen, they stopped
at a position from which it was easy to operate the princi-
pal vanishing points when moving in 4-D space. Thus, the
participants who imagined object rotations may have felt that
they were rotating the hypercube by holding and steering a
shaft projecting from the side of the hypercube. In contrast,
the participants who imagined the 4-D eye-point movements
intentionally imagined such actions when they operated the
principal vanishing points.

We consider the embodiment to be related to the form of
the cognitive coordinate system. Although the present results
indicate that the participants acquired 4-D spatial represen-
tations in their mental space, the cognitive coordinate system
seems to be world-centered or object-centered, as the reference
point is located outside the body. A body-centered coordinate
system with a reference point inside the body is also neces-
sary to understand 4-D space and objects more intuitively. In
particular, when we explore intrinsic 4-D environments, such
as a 4-D maze, we need to convert these cognitive coordinate
systems into one another. An interaction technique that pro-
motes the acquisition of internal representations of the body
extended to 4-D space is an interesting topic for future studies
of 4-D spatial cognition.

E. Limitations and Future Work

We offer some notes regarding the limitations of this
paper. First, although the results support the possibility of
acquiring 4-D spatial representations, our contribution repre-
sents one part of the entire scope of 4-D spatial cognition.
Using hypercubes and principal vanishing points is too sim-
ple to investigate general 4-D spatial representations. The
small number of participants made it difficult to interpret
the actual cause of the differences among the experimental
results. If we were to examine general 4-D spatial repre-
sentations, we would need more participants to be trained
and tested using complex 4-D objects. We consider that the
orthogonality and parallelism learned through interaction with
a hypercube can form the basis for representations of 4-D
space in a cognitive coordinate system. As suggested by
the results of the experiments, for some participants, even
a hypercube is difficult to understand. General 4-D spatial
representations that support 4-D judgments of complex 4-D
objects require long-term training after adapting to a simple
object.

Second, the scope of this paper was limited to the ability
to imagine the visual appearance of an object from different
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perspectives. Spatial visualization ability in a large-scale 4-D
scene was not assessed. In future, a cognitive map of an intri-
cate 4-D environment should be studied, as has been done for
3-D spatial cognition [1], [8], [52]. To acquire knowledge of
the environment, people would need to convert their reference
spatial representations from the first-person view to the 4-D
bird’s-eye view. In other words, they would need to convert the
cognitive coordinate system from a dynamic one referring to
their 4-D position to a static one fixed in 4-D space. To inves-
tigate this point, we are currently improving our interactive
system to allow 4-D maze exploration in future work.

Third, although the 4-D cognitive coordinate system is one
possible 4-D spatial representation, other interaction meth-
ods may foster different forms of 4-D spatial representations.
For instance, a haptic interface would enhance the recog-
nition of the shape of 4-D objects [53], [54]. The present
results suggest that 4-D spatial representations can be acquired
through interactions with 4-D objects by principal vanishing
point operations, whereas the effects of interface design and
interaction style on 4-D spatial representations require future
research.

VII. CONCLUSION

In this paper, we examined the possibility of human 4-D
spatial representations through experiments that assess the
ability to perform perspective taking, navigation, and men-
tal spatial transformations of objects in 4-D space. The exact
nature of the participants’ mental representations is not known,
but the results suggest that humans are capable of acquiring
4-D spatial representations and using 4-D spatial skills. We
therefore succeeded in providing empirical evidence for 4-D
spatial representations.

One important aspect of this paper is that it provides a
new perspective for research on 4-D spatial representations.
Conventional studies on 4-D spatial cognition focus on sce-
narios in which humans observe a 4-D object in a static
condition. In addition, previous research has only considered
the ability to comprehend the geometric properties of 4-D
objects. In contrast, the present experiments employed free
interaction with a 4-D object and examined the ability to
manipulate 4-D imagery, which involves cognitive process-
ing, such as prediction, creation, and decision making for
spatial visual information. The results suggest that humans
are capable of acquiring 4-D spatial representations and that
this cognitive processing works properly in 4-D space. This
means that human spatial cognition does not have intrin-
sic dimensionality constraints, even though humans evolved
in a 3-D world. Instead, it is thought that human cognitive
processing is flexible and can adapt to higher-dimensional
space with practice and experience of 4-D space and
objects.

APPENDIX A

ALGORITHMS FOR 4-D EYE-POINT CONTROL VIA
PRINCIPAL VANISHING POINT OPERATIONS

As described in Section III, a 3-D perspective drawing of
a 4-D object was obtained by converting data defined in the

4-D world-coordinate system x,,y,,z,,w,, to data in the 3-D
screen-coordinate system xgy;zsws [30], [31]. The homoge-
neous coordinates V), including the points at infinity in 4-D
space are transformed to the homogeneous coordinates V as
follows:

Vs:[Xs Ys Zs Ws Vs]
=[Xw Yu Zy Wu wIT(pr. pa)Tpk. b f) (D)

where the transformation matrices T, and T, are the
4-D view field transformation matrix and the 4-D per-
spective transformation matrix, respectively. The 4-D view
field transformation matrix T, is derived from the 4-D
eye-point pf(x,,_/,y,,/-,z,,_,,wW) and the 4-D observed point
DPapys Ypus Zpas Wp,) as follows:

Ty (pf. pa) = Ti(—=Xpp. —Ypp» —2Zpp» —Wpy) Ty (sin e, cos )
x Ty, (sin B, cos B)Ty,(siny, cos y) 2)

where
Yoy~ Wra
cosa = = .
(o) o)
i bf ~ Zpa
sino = 2 .
G+ (=)
cosf = ‘/<Z"f2_z"“)2+(wpf;_wl’ﬂ)2 :
\/<x”f _x"“) + (Z”f “a ) + (Wl’f ~Wpa )
; Xpa— Xp,
sin 8 = - i - .
‘/(X”f “ra ) + (Z”f “pa ) + (Wf’f ~Wpa )
cosy = \/<x”f ;x”“) 2+(pr ;Z”a) 2+ (Wl’;zf *Wpa) 2 :
\/ <x17f “pa ) + ()’pf —Ypa ) + (pr —Zpa ) + (wp r ~Wpa )
H Ypa— ypf
Smmy = > > - -
\/ (xl’f “pa ) + ()’pf —Ypa ) + (pr —Zpa ) + (w,, r ~Wpa )

The transformation matrix T; is the 4-D translation matrix,
and the transformation matrices Ty, Ty,, and T, are the 4-D
rotation matrices around the xy-, yz-, and xz-planes, respec-
tively. Therefore, the 3-D screen coordinates vy are obtained
from (1) as follows:

Vs = (Xg, Vs, Zss Ws)

3

This algorithm enables various types of 4-D data to be
observed from an arbitrary 4-D viewing direction for an arbi-
trary 4-D eye-point. Moreover, by changing the parameters
k, h, and f of the 4-D perspective transformation matrix T,
we can visualize 4-D data not only with various 4-D viewing
fields, but also with projection methods, such as a perspective
projection, parallel projection, or slice operation.

Now, we consider the principal vanishing points in
3-D space. The points at infinity in the x,-, Y-, Zy-,
and w,-directions are represented as V, (1,0,0,0,0),
V,(0,1,0,0,0), V,(0,0,1,0,0), and V,,(0,0,0,1,0),
respectively. Substituting these points into (1), we can obtain
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Fig. 10. Difference in attitude of the 4-D eye-point caused by modification of the implementation. (a) Original visualization algorithm. (b) Our implementation.

the principal vanishing points vpy, vpy, vp;, and vp,, on the
3-D screen from (3) as follows:

Vpx = (xvpx ) yvpx ) ZVPX)

h 1 h
=-——,——tany,0
ktanfcosy k

VPy = (xvp\ Y vp\ ’ va

= (> %y 0)
ktan

Pz = (xvp Yvp; va&)

htan 1
=(-—-— ——tany,———
kcosy’ k k tan o cos B cosy
VPw = (xVPw’ yVPw’ ZVPW)
tan o
) e

htanB h h
ny, - ——
k cos fcosy

where «, B, and y are the parameters of the 4-D viewing
direction for the 4-D view field transformation.

From the converse relation of (4), it is assumed that we can
derive the parameters o, f, and y if some principal vanish-
ing points are given in 3-D space. Based on this assumption,
we constructed an interaction algorithm that made position
changes of the principal vanishing points in 3-D space corre-
spond to movement of the 4-D eye-point in 4-D space [16].
This algorithm is composed of two processing steps. The first
estimates the positions of the principal vanishing points in 3-D
space in accordance with user operation. The second estimates
the parameters of the 4-D viewing direction in 4-D space using
the principal vanishing points in 3-D space to determine the
4-D eye-point.

We now discuss the first processing step. When one prin-
cipal vanishing point is picked and moved by a user in 3-D
space, the other three principal vanishing points should be
automatically allocated to the corresponding positions that sat-
isfy their geometric positional relationship in 3-D space. For
instance, suppose the principal vanishing points vpy p, Vpy_p,
vpz b, and vp,, , are displayed in 3-D space at a 4-D eye-
point py . When the principal vanishing point vp,, , moves
to vp, through user operations, (4) allows us to estimate
the other three vanishing points vpy, vpy, and vp, using the

position of the operated principal vanishing point vp,, as
follows:

(xVPx » Yvpys ZVPX)

Ly + Yup,, 0
xva k y VPw , Y VPw

Py = (xVPy’ Yvpy» va)

1 [h\?
- 07_ <_> ’O
Yup, \Kk

Vp; = (xVPz’ Yvps ZVPZ)

1| r\?
= <xva’yva’__{<z> +xva2+yva2>)' (5)
Zvpyy

If another principal vanishing point is operated on, or if any
principal vanishing points are not displayed in 3-D space, the
estimation of the principal vanishing points can be achieved
in the same manner as in (5).

Next, we discuss the second processing step. For 4-D eye-
point control, we consider the movement of 4-D eye-point py
along a 4-D spherical surface with radius r. The 4-D spherical
surface is centered at the origin of the 4-D world-coordinate
system. The 4-D observed point p, is fixed at the origin of
the 4-D world-coordinate system. Parameters «, 8, and y of
the 4-D viewing direction are derived from (4) as follows:

VPx =

-1 Zvpw

vV Zsz ZVPW

1 —Xvpy,

vV XupXvpy,

—1 —Yvpw (6)

vV T yvpyyva .

Substituting the coordinate values of the principal vanishing
points, for example, the coordinate values of (5), into (6),
we can determine the corresponding parameters «, 8, and y.
Finally, the 4-D eye-point py is computed with the following
equation:

o = tan
B =tan™

y = tan

pf = [fo Yo Zpr Wpr 1]
=10 0 0 r UT' T, (BT (@) (7
where the transformation matrices T'x;, T, and T, represent

the 4-D rotation matrices around the xz-, yz-, and xy-planes,
respectively.
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APPENDIX B

IMPLEMENTATION OF THE VISUALIZATION ALGORITHM
AND THE INTERACTION ALGORITHM

As mentioned in Section III, we apply the parameters «, £,
and y in (6) to the 4-D view field transformation matrix T,
in (1), instead of introducing the 4-D eye-point py in (7) and
the 4-D observed point p, into (1). That is, the 4-D view field
transformation matrix T, of (2) is arranged and represented as
follows:

T,(ps. o, B, )
= Tt(_xp_/’ —Ypps —Zpps _Wp_/)Txy(a)Tyz(:B)sz(V)- 3

In this appendix, we explain the effect of this modification on
the implementation with a concrete example to better clarify
the 4-D interaction.

Suppose that the 4-D eye-point starts at the 4-D position
(0,0,0,r) on the wy-axis and moves to (0,0,0, —r) via a
zenith of the 4-D spherical surface (0, r, 0, 0) on the y,,-axis,
where r(> 0) represents the radius of the 4-D spherical sur-
face. When the 4-D eye-point is in the 4-D half-space, which is
defined as the 4-D region satisfying 0 < w,,, the modification
of the implementation does not affect the visualization and the
interaction because the 4-D view field transformation matrix
T, of (2) coincides with that of (8). The effect of the modifi-
cation becomes apparent once the 4-D eye-point arrives at the
zenith and enters the other 4-D half-space, which is defined
as the 4-D region satisfying w,, < 0. This is the attitude of
the moving 4-D eye-point.

Fig. 10 shows the difference in the 4-D attitude brought
about by the modification of the implementation. For sim-
plification, we only describe the y,,w,-plane, which includes
the movement path of the 4-D eye-point, and focus on five
positions along the movement path. The attitude of the 4-D
eye-point at each position is expressed by the 4-D upper direc-
tion of the 4-D eye-point, represented by a red arrow. In
addition, in the figure, we include the values «, §, and y
of the 4-D viewing direction for the corresponding method.

When we visualize 4-D space and objects according to the
original method using the 4-D view field transformation matrix
T, of (2), which is derived from the 4-D eye-point p; of (7)
and the 4-D observed point p,, the values «, B, and y of the
4-D viewing direction are in the range —7 < o < 7 and
—m/2 < B,y < m/2. In this case, the 4-D upper direction
is indefinite at the zenith of the 4-D spherical surface and is
reversed by 180° before and after the 4-D eye-point passes
through the zenith, as shown in Fig. 10(a). The continuity of
4-D observation is therefore lost, and the interaction becomes
unnatural at the zenith.

To remove this irregularity, we determine the parameters c,
B, and y of the 4-D viewing direction of (6) in the range
- < «, B,y < m, depending on the movement history of
the 4-D eye-point, so that the attitude of the 4-D eye-point
is maintained before and after it passes through the zenith,
as shown in Fig. 10(b). Then, we do not generate the 4-D
view field transformation matrix 7', of (2), but that of (8). As
a result, we avoid the discontinuity in 4-D observation and
provide 4-D interaction in a natural style.
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